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ABSTRACT

Vehicular ad hoc networks (VANETS) have become a promis-
ing technology in intelligent transportation systems (ITS)
with rising interest of expedient, safe, and high-efficient trans-
portation. VANETS are vulnerable to malicious nodes and
result in performance degradation because of dynamicity and
infrastructure-less. In this paper, we propose a trust based
dueling deep reinforcement learning approach (T-DDRL) for
communication of connected vehicles, we deploy a dueling
network architecture into a logically centralized controller
of software-defined networking (SDN). Specifically, the SDN
controller is used as an agent to learn the most trusted rout-
ing path by deep neural network (DNN) in VANETSs, where
the trust model is designed to evaluate neighbors’ behaviour
of forwarding routing information. Simulation results are p-
resented to show the effectiveness of the proposed T-DDRL
framework.
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1 INTRODUCTION

A vehicular ad hoc network (VANET) is a type of mobile
ad hoc networks (MANETS) in the vehicular environmen-
t. With the rising demand of convenient, safe, and efficien-
t transportation, VANETSs act as a vital role in intelligent
transportation systems (ITS) [2, 22]. However, bad effects of
malicious vehicles and inefficient network utilization are two
main challenges in deployment of VANETSs [19].

Researchers have proposed many security mechanisms in
order to enhance the security of VANETS [4, 12, 14]. The au-
thors of [11] propose a discrete event based threat driven au-
thentication approach, in which the scheme aims to solve the
security communications between vehicle-to-vehicle (V2V).
A trust based framework is proposed in [3] that provides col-
laboration trust, behavioural trust and reference trust values
for VANETS to estimate trust degree of each node. Wang
et al. [16] introduce a field game model to solve the se-
curity problems in VANETSs. Tangede et al. [15] present a
a decentralized and scalable privacy-preserving authentica-
tion (DSPA) scheme for secure vehicular ad hoc networks
(VANETS).

Although many researchers have already done some excel-
lent works on VANET security issues [7, 9], they are still hard
to ensure safety because most existing security works couple
data forwarding with control. Software-defined networking
(SDN) and virtualization [8, 20, 21] have become an emerg-
ing technology, which enables researchers to solve the above
problems. Meanwhile, a lot of researchers proposed various
schemes based on machine learning algorithms to solve the
VANET challenges [5, 6]. The deep reinforcement learning
(DRL) algorithm is introduced by [13], and makes big im-
provements compared with the traditional machine learning
algorithms. Moreover, dueling network architecture for deep
reinforcement learning is proposed by [17], and also makes a
big improvement compared with the traditional DRL.

In this paper, we focus on applying the dueling network
architecture for DRL and deploying centralized SDN con-
troller into VANETS. Specifically, by decoupling the control
and data forwarding plane in VANETS, we deploy the du-
eling DRL algorithm into a logically centralized controller.
Therefore, our proposed scheme will have some features like
high flexility, self-learning capability, and programmability.

The rest of paper is organized as follows: The background
information of deep reinforcement learning is described in
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Section II. Section III describes our system model, and T-
DDRL approach is formulated in this section. The perfor-
mance of T-DDRL is evaluated and comparison is described
in Section IV. Finally, some conclusions are given in Section

V.

2 BACKGROUND

In this section, we first introduce the basic idea of deep re-
inforcement learning, and then we illustrate the concept of
dueling network architecture for deep reinforcement learn-
ing.

2.1 Deep Reinforcement Learning

A deep reinforcement learning concept was introduced by

[13], and aims to solve the instability of traditional Q-network.

There are two important improvements compared with tra-
ditional reinforcement learning method: exzperience replay and
target QQ-network. Experience replay stores trained data and
then randomly samples from the pool. Therefore, it reduces
the correlation of data and improves the performance com-
pared with the previous reinforcement learning algorithms
[13]. Meanwhile, target Q-network is another improvement
in DRL method. That is, it calculate a target Q-value using
a dedicated target Q-network, rather than directly using the
pre-updated Q-network. The purpose of this is to reduce the
relevance of the target calculation to the current value.

More precisely, each time after training for a period of
time (i.e., every C steps), the parameters of the current Q-
network are copied to the target Q-network. Such modifica-
tion can make the learning procedure more stable than the
previous Q-learning.

2.2 Beyond Deep Reinforcement Learning

Although deep reinforcement learning makes big improve-
ments comparing with traditional machine learning, many
researchers still make great efforts for even greater perfor-
mance and higher stability. Here, we introduce a recent im-
provement: dueling deep Q-network(DDQN).

The core idea of DDQN is that it always not need to es-
timate the value of taking each available action. For some
states, the choice of action makes no influence on these s-
tates themselves. Thus, the network architecture of DDQN
can be divided into two main components: value function
and advantage function. The value function is used to rep-
resent how good it is to be in a given state, and advantage
function can measure the relative importance of a certain ac-
tion compared with other actions. After value function and
advantage function are separately computed, their results
are combined back to the final layer to calculate the final Q-
value. The mechanism of DDQN would lead to better policy
evaluation comparing with DRL.

In our paper, we use DDQN to optimize the communi-
cation of connected vehicles, and the formulation process is
described in the following section.
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3 THE FRAMEWORK OF TRUST
BASED OPTIMAL ROUTING IN
VANETS

In this section, we formulate the optimization problem of
VANET routing selection as a deep reinforcement learning
process. Specifically, there are two main components in our
proposed framework: path learning and trust computation.
In these two phases, because of bad effects of malicious ve-
hicles, each node in VANETSs aims to learn the best rout-
ing path for communicating with each other. The decision
problem for routing selection is that a vehicle in VANETS
attempts to select a reliable neighbour vehicle as its next
hop. The problem is under an assumption that routing s-
elections of intermediate nodes in VANETS are stochastic,
and depend on some routing information, i.e., trust infor-
mation and each vehicle’s location. In this section, first we
introduce our system model, and then illustrate the method
of T-DDRL.

3.1 System Model

Consider a twelve-vehicle VANET environment shown in
Fig. 1, where vehicle ny aims to communicate with vehi-
cle n11. Each vehicle contains some important information,
such as speed, direction and trust information, to build con-
nection with its neighbors. Since the malicious vehicles will
randomly drop the information, each vehicle in the environ-
ment aims to select the most trusted neighbor to transfer the
routing information, and finally establishes a secure routing
path to communicate with each other.

Fig. 2 shows the framework of our proposed T-DDRL
method for VANET routing selection problem, where an S-
DN controller acts as an agent to interact with a VANET en-
vironment at discrete time steps, t = 0,1, 2, ..., and the goal
of the agent is to find an optimal secure routing path from
the source vehicle to destination vehicle. As shown in fig.2,
the network infrastructure is served as the environment, and
the control plane of SDN performs an agent interacting with
VANET network as the environment for learning task.

We define three-tuple {S, A, R} for our proposed T-DDRL
framework. S denotes the set of states that the agent ob-
serves from the environment, and A determines the possible
action set of the agent. In time step ¢, SDN controller ob-
serves the environment and gets a state s; € S, then it takes
an action a; € A and gets a reward r; € R. Meanwhile, the
agent aims to get long term rewards for each state-action
pair. The agent keeps track of the Q-value for each state-
action pair Q(s¢, ar).

We assume that there are N = {0,1,2,...,n} vehicles in a
VANET environment. A node ng € N in the environment is
served as the source vehicle that sends new routing informa-
tion to the network in each time step t. We assume all the
information have the same destination n at time ¢ for nota-
tional convenience. The T-DDRL approach can be used in
the path discovery and packet forwarding logic. Next, we de-
fine the system state s;, agent action a, and system reward
Ry, respectively.
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Figure 1: An example of twelve-vehicle topology.

State: The agent (SDN controller) interacts with the VANET

environment including each vehicle’s location and its for-
warding ratio. We collect the location and forwarding ratio
of each vehicle into two matrices: matrix of Ly and matrix
of T'y. The matrix Ly can be given by

Ly = [Lo, L1, Lo, ..., L, " (1)

Meanwhile, we assume that each vehicle has k states, and
the matrix Ty is shown as follow

T Ty Ts - Ty
™w T TP - TF
0 1 2 k
= T2 T2 T3 - 1T (2)
T T T2 ... Tk

Specifically, because of the quality variance of commu-
nication channel, the forwarding ratio for each vehicle in
the network has possibilities to change to another value. Let
me/ = p{Tn,t = T¢T|Tn,t+1 = T’l’?,n/}7 m7m/ = 17 7k rep-
resent the probability of vehicle n € N changing its state
from m (current moment is ¢) to m’ (at moment ¢ + 1), and
p?m, satisfies the uniform distribution. So, the state transi-
tion probability of system state p is set to be

N
p(st]si41) = Hp;n"m" Mp, My, € 1,2,k (3)
n=0

In summary, at time step ¢, the agent observes the envi-
ronment and gets the state space sy = (Ln,Tn) € S for the
routing selection.

Action: The choice of the agent to decide the selection of
any vehicle in the environment to forward packet to one of
its neighbors is served as the set of action a; € A. In other
words, the decision of the agent is defined as the selection of
each vehicle’s next hop neighbor directly connected state s;.
The value of action is between [0, 1], which is related to the
state space S.

Reward: In T-DDRL, the system reward is based on the
trust information. In the trust model, each vehicle interacts
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Figure 2: The framework of proposed T-DDRL.

with its neighbors to update their trustworthiness. Let ve-
hicle 4, j € N, communicates with each other in a predeter-
mine time interval [t, ¢ + 0t]. In other words, the trust value
of vehicle 4,7 is updated in a time interval 6t (5t<1) sec-
onds. Meanwhile, a threshold A is introduced to determine
the degree of trustworthiness of any vehicle in the network.
If the trust value of a vehicle is greater than or equal to A,
this vehicle can be served as the trusted node. Otherwise,
the vehicle is malicious node. Specifically, since the commu-
nication channel always keeps changing, the malicious nodes
maybe convert to the trusted nodes according to the transi-
tion probability p.

Since the reward value is important for the communication
of vehicles, we assume that the trust value of the source
is set to 1, and it has no routing information towards to
the destination. Moreover, the forwarding ratio is used to
represent the trust value of each vehicle. The available range
of vehicle trust value is [0,1].

In T-DDRL, the routing information can be divided in-
to two groups: control routing information (RREQ, RREP
and RRER) and data. Control packets determine the data
transfer path in the path discovery procedure, and forward-
ing ratio of control packets is an important factor to deter-
mine vehicle trust value. According to [10], for vehicles i, j
at time step ¢, the computation of trustworthiness V;;(t) is
shown below:

Vij(t) = VTG () + w2 VT3 (8) (4)
where VT,-? (t) represents the trust value of control routing
information and VTi? (t) represents the data packet direct
trust. Vi;(¢) denotes the trust value of receiving vehicle j
for forwarding vehicle i. w1 and ws are two weighted fac-
tors (wi,w2 > 0, and w1 + w2 = 1) that determine which
forwarding ratio (VT (t) and VT}(t)) is more important
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in the vehicle trust calculating process. Particularly, in our
proposed framework, we assume wi; = we, which means that
we consider path discovery and data forwarding process si-
multaneously.

According to [10], the forwarding ratio is calculated by the
interaction between two neighbor vehicles. In our model, di-
rect trust is the number of packets received correctly divided
by the number of packets forwarded. The trust computation
can be defined by the following formula:

c ci; (1)

where VT,-? (t) denotes the control routing information direct
trust (forwarding ratio) for node i towards its neighborhood
J- tij(t) denotes the total number of packets forwarded from
node i towards node j, and c¢;;(¢) is the number of pack-
ets forwarded to next hop by node j in the time period ¢.
Similarly, the trust computation of VTi?(t) is same as the
TS, (1).

Based on the trustworthiness of each vehicle in the net-
work, the immediate reward value R: € R is decided by the
quality of a link towards to the destination node. The trust-
worthiness of routing path from the source vehicle to the
destination is being considered as immediate reward value.
The path trust value needs to be computed according to the
trust value of each vehicle along the path. Consequently, the
final routing path from the source to the destination depends
on the all vehicles’ trust value on the route. Let a route P,
consisting of [ nodes, representing as N = {0,1,2,...,1} and
N e N, where node ¢q denotes the gth node in the route. So,
the routing path trust value Rp can be defined as follows:

-3
Rp(t) = Vou(O)Vi2(t)-Vim-sm—2(t) = [ [ NTyqr1(t) (6)

q=0

In route P, the reward value Rp(t) is served as the imme-
diate reward from a vehicle ¢ to its neighbor ¢ + 1 at time
instant ¢. The agent gets Rp(t) in state s; when action ay is
performed in time slot t. The goal of deep Q-network is to
find an optimal policy to maximize the long term path trust
value, and the cumulative reward can be written as:

t=T
RYE™ = max B[ v Re (1) (7)
t=1
where v' approaches to zero when t is large enough. In our
simulation, a threshold can be set for terminating the pro-
cess.

Path learning: The agent aims to find an optimal rout-
ing from the source to the destination vehicle. Suppose the
agent observes the state s; at the beginning time step ¢, then
it decides which vehicle is the next hop to forward pack-
ets, and receives a sequence of rewards after time step ¢,
Rp(t),Rp(t+1),Rp(t+2),..... Q-value Q(s¢,at) is a func-
tion for the state-action pair, and ending in the next state
st+1. In T-DDRL, the path learning is that the Q-value is

DIVANet’18, October 28-November 2, 2018, Montréal, QC, Canada

updated in its Q-table when selecting a next hop to forward
packets.

The key insight behind our proposed framework is that
we use dueling deep Q-network (DDQN) to evaluating the
system Q-value. In T-DDRL, the SDN controller does not
need to estimate the value of each action choice for state
space s;. In general, the Q-value function gives the expected
total reward for corresponding state s; and action a; under
policy 7 (i.e., € — greedy policy) with discount factor . In
our model, the state-action value Q(st,a:) is decomposed
into two components as follows,

Qn(st,ar) = Va(se) + Ax(se, ar) (8)

where V(s¢) denotes the value of static states, and A (s¢, a)
represents the action advantage function, indicating the ad-
ditional value of selecting an action under the state s;.

3.2 Proposed Framework T-DDRL

In this section, we introduce the dueling deep reinforcemen-
t learning approach that extracts useful features from the
routing information and finds the optimal policy (the most
trusted routing path) 7*. The experience replay and the tar-
get Q-network are used to improve the stability of proposed
scheme.

In T-DDRL, the end-to-end goals are achieved by the path
learning and trust computation process. As shown in Fig. 2,
the framework mainly includes three important components:
SDN controller, SDN-enabled vehicles, and SDN-enabled R-
SU.

Framework description: The proposed T-DDRL is ini-
tialized when the source vehicle needs to build the com-
munication with the destination vehicle. Firstly, the source
launches path discovery process to establish data transfer
path. We assume that in the path discovery process, each
vehicle’s trust value is unchanged. In this phase, each node
initializes path learning and trust computation to select the
best policy for the data transfer path. The path discovery
procedure aims to establish initial trust value for each vehi-
cle and to find a best routing path to forward data. Since the
transition probability for each vehicle’s state, any vehicle’s
trust value has possibilities to change according to p in da-
ta forwarding process, so the established routing path may
change to untrusted path. Consequently, the agent needs to
learn a new policy according to the different state and posi-
tion value of each vehicle in the network environment.

DQ@N architecture: We build our DDQN following the
deep neural network as 7, 8, and 9 hidden layers, where the
network input is the state s; = (Ly,Tn) and the output is
a vector of estimated Q-value Q(s¢, at; 6, o, 8). The DDQN
architecture for T-DDRL is given in Fig. 3, where we make
one stream of hidden layer 9 output a scalar V(s¢; 0, 8), and
the other stream output a vector A(s¢,at;0, ). Therefore,
the final Q-value in T-DDRL is defined as follows
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Figure 3: Deep neural network for T-DDRL training.

Qn(stav:6,0,8) = Va (5130, ) + (Aw(st,at;aaw

1
14] Z Aﬂ(st,atﬂ;é,a))

at41

(9)

where 6 denotes the parameters of the hidden layers, while «
and [ are the parameters of the two streams of final output
layers.

In T-DDRL, we aim to optimize the loss function L(w)
using mean square loss (MSE)

t
1 I
MSEL(w) = gz<RP(t)+’Y£I:3)1(Q(Si+1,ai+1;9 ,a ,B7)
=0
2

_Q(Si7 i, 07 Q, ﬂ))

(10)
DQ@N training: In each time step ¢, the agent observes
state-action pair Er = {s¢, a¢, Rp(t),st+1} from the net-

work environment, and stores the F; into the replay memory
D ={FE\,Es, Es, ..., Ei}. Since memory D is a finite capac-
ity, the oldest data will be discarded when the memory is
full. Moreover, D always keeps updating its data when a
new state-action pair is coming. In order to get the opti-
mal Q-value Q" (s, at; 0, «, 8), the agent needs to train da-
ta including: input data matrix s = (Ln,Tn), and cor-
responding targets value y = Q(s¢, as;0,a, 8). The input
data can get from the replay memory D. Because of the un-
known target value, we can use estimated value y = Rp(t) +
ymaxa, , Q(st+1,at+1;0",a~,7) as our target Q-value.
The agent randomly samples from the experience replay
memory to form the input data to train the network. After
the agent is trained, it will reach a good estimated optimal
Q-value and find an optimal routing selection policy. We will
discuss the simulation results in the following section.

4 SIMULATION RESULTS AND
DISCUSSIONS
In this section, we describe our simulation setup, configura-

tions, and simulation results. We simulate our work in Ten-
sorFlow (version 1.6.0)[1] and OPNET. In our simulation,
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Table 1: Simulation Setup

Simulation Parameter  Assigned value

Topology Random and grid
Packet size 1024 bytes

IEEE 802.11 MAC 802.11a
Topology covered area 5 x 5km?.

Data Rates 1Mbps, 2Mbps, 5.5Mbps, 11Mbps
Mobility Static (none)

Number of nodes 8, 12, 20, 24, 28 and 32

Network OpenFlow

Simulation time 15 mins

there are two types of nodes: i) normal nodes, which for-
ward the data packets correctly; ii) malicious nodes, which
randomly drop the received data packets. Specifically, we set
the number of malicious nodes much smaller compared with
the number of normal nodes. We apply deep neural networks
with different hidden layers as deep Q-network to compare
the training efficiency of path learning. Moreover, we veri-
fy our proposed T-DDRL by simulation in terms of average
network throughput and end-to-end delay.

4.1 Simulation Setup

The simulation has been implemented in the processor of
Intel(R) Core(TM) i7-6600 CPU with 16GB memory. The
software environment that we use is TensorFlow 1.6.0 with
python 3.6 and OPNET 14.5 on Windows 10 64-bit operat-
ing system.

In our simulation, the proposed scheme with deep neural
networks is compared with two existing schemes: i) In the
existing scheme with trust based software-defined network-
ing for VANETSs. The main problem of the existing scheme
is that it cannot respond a situation that any trusted vehi-
cle in the network changes to the malicious nodes, ii) The
original AODV protocol.

Meanwhile, SDN-enabled vehicles, one RSU, and one cen-
tralized SDN controller are randomly deployed within the
covered area. We assume that the vehicles’ state can be good
(Vij(t) > X) or bad (V;;(t)<A). Good vehicles are trusted
nodes that aim to establish secure routing path from the
source to the destination. Conversely, bad vehicles are served
as the malicious nodes that will degrade the network perfor-
mance. Meanwhile, we set the transition probability of the
source and the destination vehicle to 1. An example of the
transition probability matrix for an intermediate vehicle in
the network environment can be set as follows:

02 01 03 0.1 0.3
01 02 03 01 03
p=102 01 01 03 03
0.3 03 02 0.1 0.1
01 03 02 01 03

The deep Q-network used in this paper is normal neural
network with 7, 8, and 9 hidden layers. In our simulation,

(11)
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Figure 4: Convergence performance versus different
architectures of DQN.

the architecture of evaluation network is same as the target
Q-network. However, only the evaluation network is trained
depending on the gradient descent method, and we replace
the target Q-network by trained Q-value every 5 steps (after
200 steps).

The values of the rest parameters are summarized in Table
1.

4.2 Simulation Results

Fig. 4 shows the convergence performance comparison of d-
ifferent scenarios in the proposed schemes using deep rein-
forcement learning. In our simulation, loss function L(w) re-
flects the degree of Q-value fitting. As shown in Fig. 4, we
can observe that the value of L(w) in deep neural network
(DNN) with 7 hidden layers is higher than the schemes with 8
and 9 hidden layers. Therefore, as the hidden layers increase,
the degree of data fitting becomes better. We can see that
when the number of hidden layers of the deep neural net-
work is 8 and 9, they all converge within the predetermined
episodes. The best performance is our proposed method us-
ing 9 hidden layers since the rate of convergence is the fastest
compared with other two methods. Meanwhile, the value of
loss function using 9 hidden layers is lower than the other
three methods, and it reflects the data fitting degree has the
best performance.

Fig. 5 shows the convergence performance of the proposed
scheme using dueling deep neural network (nine hidden lay-
ers) with different learning rates. Learning rate is an impor-
tant factor that determines the updating speed of weighted
factor in deep Q-network. If the learning rate is not appropri-
ate for current deep neural network, it will deeply interfere
with the Q-network convergence. From Fig. 5, we can con-
clude that a higher learning rate will increase the degree of
oscillation of loss function and badly influence the algorith-
m convergence. As shown in Fig. 5, when the learning rate
equals to 9 x 1077, T-DDRL does not converge in the pre-
determined episodes, and has highly oscillation. In the rest of
simulation, we choose the final learning rate of 0.00000001.
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Figure 5: Convergence performance versus different
learning rates of DQN.
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Figure 7: Average end-to-end delay compasiton ver-
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Fig. 6 shows the comparison of average network through-
put in different data rates. The network throughput is an
important factor that evaluates the network performance. S-
ince the malicious vehicles will deeply interfere the network
throughput[18], the network throughput of four schemes al-
I decreases as the data rate grows. However, the proposed
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T-DDRL method is still better than the other two schemes.
This is because our proposed schemes aim to maximize the
long-term reward Rp(t). The path learning process keeps
learning a most trusted routing path. The final selected ve-
hicles in the path can forward more routing information to
destination.

Fig. 7 shows the comparison of average end-to-end delay
of four schemes within the different number of vehicles. From
the figure, we can conclude that the proposed scheme has a
slightly higher average end-to-end delay than the existing
scheme as the number of vehicles grows. This is because the
selected routing path in T-DDRL is not intended to find a
minimum hop route, so the trusted based route is usually
a longer routing path from a source node to a destination
node. Therefore, a trivial delay is introduced by the pro-
posed scheme compared with the existing scheme. However,
higher security and intelligence are achieved in the proposed
scheme.

5 CONCLUSION

In this paper, we presented a dueling deep reinforcement
learning approach used in a VANET environment. We de-
signed a software-defined trust based dueling deep reinforce-
ment learning(T-DDRL) approach. In the trust computation
phase of T-DDRL, we introduced a trust model to decide the
immediate path trust for the long-term reward (Q-value) in
the path learning. In the path learning process, we used du-
eling deep Q-learning algorithm to determine the best rout-
ing policy. The centralized SDN control platform acts as an
agent to interact with the environment. The simulation re-
sults show the effectiveness of our proposed method. In the
future, we hope to use multi-agent deep reinforcement learn-
ing approach to enhance the performance.
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