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Abstract

In this report, we explore the possibility of track retrodiction to improve the track perfor-
mance when a radar’s track output rate can be reduced and delayed. In the case of High
Frequency Surface Wave Radar (HFSWR), the output rate may be reduced to half an hour,
instead of its regular update rate of about four minutes. This allows us to accumulate seven
frames of data to optimize the track output. To make use of the extra multi-frame data, we
borrow the Rauch-Tung-Striebel (RTS) algorithm for the track retrodiction purpose. Us-
ing a converted extended Kalman filter (CMEKF) as the baseline, its retrodicted version,
namely the retrodicted CMEKF, shows a significant improvement in performance. Monte
Carlo simulation is used to verify the effectiveness of this technique. Analysis shows that
the position root mean squared error (RMSE) is reduced by 30% and the RMSE in ve-
locity is reduced by 25% when seven frame retrodiction is used. Beyond 10 frames, the
reduced RMSE becomes negligible, which means that future data beyond 10 frames does
not significantly improve tracking performance.

Résumé

Dans le présent rapport, nous examinons la possibilité d’utiliser la rétrodiction de poursuite
pour améliorer les performances de poursuite lorsque le débit de poursuite du radar peut
être réduit et ralenti. Dans le cas du radar haute fréquence à ondes de surface (RHFOS), le
débit peut être réduit à une demi heure, au lieu du taux d’actualisation ordinaire d’environ
quatre minutes. On peut ainsi cumuler sept trames de données afin d’optimiser la sortie
de poursuite. Pour utiliser les multitrames de données supplémentaires, on emploie l’algo-
rithme de Rauch Tung Striebel (RTS) afin d’effectuer la rétrodiction de poursuite. Grâce
à l’utilisation d’un filtre de Kalman étendu converti (CMEFK) comme point de référence,
la version rétrodite, soit le CMEFK rétrodit, présente une amélioration importante des per-
formances. Une simulation Monte Carlo est utilisée pour vérifier l’efficacité de cette tech-
nique. Une analyse montre une réduction de 30 % de l’écart type de la position et de 25 %
de l’écart type de la vitesse lors de l’utilisation d’une rétrodiction de sept trames. Au delà
de dix trames, l’écart type réduit devient négligeable, et les données futures pour plus de
dix trames n’améliorent donc pas vraiment les performances de poursuite.
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Executive summary

Track retrodiction for HFSWR
Zhen Ding; DRDC Ottawa TM 2011-214; Defence R&D Canada – Ottawa;

December 2011.

Background: Jointly with its industry partner Raytheon Canada Ltd., DRDC Ottawa has
developed the High Frequency Surface Wave Radar (HFSWR), which allows the detection
of ships over the visual horizon [1]. Track update of the radar is in the order of minutes.
Recently, an optional requirement to output track data less frequently, of the order of half
an hour, was proposed. The track performance can be improved with the extra multiple
frame data. In this report, we explore the possibility of track retrodiction to improve track
performance when the radar’s track output rate can be reduced and delayed. Two separate
techniques, track retrodiction and association retrodiction, can be used. The study in this
report focuses on the track retrodiction.

Principal results: We used the Rauch-Tung-Striebel (RTS) smoothing algorithm for the
track retrodiction. Using a converted extended Kalman filter (CMEKF) as the baseline,
its retrodicted version, namely the retrodicted CMEKF, shows a significant performance
improvement. Monte Carlo simulations are used to verify the effectiveness of the track
retrodiction techniques. Analysis shows that the position root mean squared error (RMSE)
is reduced by 30% and the RMSE in velocity is reduced by 25% when seven frame retro-
diction is used. Beyond 10 frames, the reduction in the RMSE becomes negligible, which
means that future data beyond 10 frames does not significantly improve the tracking per-
formance.

Significance of results: The result of this study is applicable to the next generation HF-
SWR system, whose output rate can optionally be reduced. This technique is also useful
for other radars when delayed output is tolerant, and sometimes required.

Future work: The association retrodiction is another technique, which has not been inves-
tigated in this report. Yet, it could correct previous “incorrect” data association and further
improve track quality. Therefore, association retrodiction is recommended as a future re-
search topic.
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Sommaire

Track retrodiction for HFSWR
Zhen Ding ; DRDC Ottawa TM 2011-214 ; R & D pour la défense Canada –

Ottawa ; décembre 2011.

Introduction : En collaboration avec son partenaire de l’industrie Raytheon Canada Ltd.,
RDDC Ottawa a développé un RHFOS, qui permet de détecter des navires à l’horizon
visuel. L’actualisation de la poursuite du radar est estimée en minutes. Récemment, on a
proposé un besoin optionnel lié à la réduction du débit des données de poursuite, qui passe
à une demi heure. On peut en outre améliorer les performances de poursuite au moyen
des multitrames de données supplémentaires. Dans le présent rapport, nous examinons la
possibilité d’utiliser la rétrodiction de poursuite pour améliorer les performances de pour-
suite lorsque le débit de poursuite du radar peut être réduit et ralenti. Deux techniques
distinctes peuvent être utilisées : rétrodiction de poursuite et rétrodiction d’associations.
L’étude présentée porte sur la rétrodiction de poursuite.

Résultats : Nous utilisons l’algorithme de lissage de Rauch Tung Striebel (RTS) pour la
rétrodiction de poursuite. Grâce à l’utilisation d’un CMEKF comme point de référence, la
version rétrodite, soit le CMEKF rétrodit, présente une amélioration importante des perfor-
mances. Une simulation Monte Carlo est utilisée pour vérifier l’efficacité de cette technique
de rétrodiction de poursuite. Une analyse montre une réduction de 30 % de l’écart type de
la position et de 25 % de l’écart type de la vitesse lors de l’utilisation d’une rétrodiction de
sept trames. Au delà de dix trames, la réduction de l’écart type devient négligeable, et les
données futures pour plus de dix trames n’améliorent donc pas vraiment les performances
de poursuite.

Portée : Les résultats de la présente étude s’appliquent au système RHFOS de prochaine
génération, dont le débit peut être réduit, en option. Cette technique est également utile
pour d’autres radars, lorsque la sortie retardée est tolérée, et nécessaire à l’occasion.

Recherches futures : La rétrodiction d’associations est une autre technique, qui n’a pas
été étudiée dans le présent rapport. Elle pourrait toutefois corriger des associations de
données antérieures ” incorrectes ” et améliorer la qualité des poursuites. Par conséquent,
on recommande d’étudier la rétrodiction d’associations dans le cadre de recherches ultérieures.
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Résumé . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . i

Executive summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

Sommaire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv

Table of contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v

List of figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi

List of tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

2 Tracking models of the HFSWR . . . . . . . . . . . . . . . . . . . . . . . . . . 3

3 Track retrodiction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

3.1 Step 1: track estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

3.2 Step 2: track retrodiction . . . . . . . . . . . . . . . . . . . . . . . . . . 7

4 Measures of performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

4.1 Measure of error statistics . . . . . . . . . . . . . . . . . . . . . . . . . . 9

4.2 Measure of consistency . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

5 Monte Carlo simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

DRDC Ottawa TM 2011-214 v



List of figures

Figure 1: RMSE in position when L=7. . . . . . . . . . . . . . . . . . . . . . . . 13

Figure 2: RMSE in velocity when L=7. . . . . . . . . . . . . . . . . . . . . . . . 13

Figure 3: NEES in simulations when L=7. . . . . . . . . . . . . . . . . . . . . . . 14

Figure 4: RMSE in position when L=20. . . . . . . . . . . . . . . . . . . . . . . . 14

Figure 5: RMSE in velocity when L=20. . . . . . . . . . . . . . . . . . . . . . . . 15

Figure 6: NEES in simulations when L=20. . . . . . . . . . . . . . . . . . . . . . 15

vi DRDC Ottawa TM 2011-214



List of tables

Table 1: Simulation parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

DRDC Ottawa TM 2011-214 vii



This page intentionally left blank.

viii DRDC Ottawa TM 2011-214



1 Introduction

Jointly with its industry partner Raytheon Canada Ltd., DRDC Ottawa has developed the
High Frequency Surface Wave Radar (HFSWR), which allows detection of ships beyond
over the visual horizon [1]. Track update is in the order of minutes. Recently, an optional
requirement to output track data less frequently, in the order of half an hour, was proposed.
It is believed that track performance can be improved with the incorporation of multiple
frames of data.

The requirement can be handled by a technique called retrodiction. Under this technique,
two categories of problems and algorithms have been formulated in target tracking com-
munity. The first one, named as track retrodiction, is the problem of track smoothing
by incorporating multiple frames of data. The other one, association retrodiction, is the
correction of data association by possibly re-assigning multiple frames of data in a data
association algorithm. The emphasis of this study is on the track retrodiction which as-
sumes no modification of previous association. A recommendation is proposed to include
the association retrodiction for further performance improvement.

Retrodiction was coined by Oliver Drummond in a series of papers [2, 3, 4]. Its definition
is as follows:

The process of computing estimates of states or hypothesis probabilities
for a prior time or a period of time based on data up to and including some
subsequent time, typically, the present time. While prediction is the process of
computing probabilities or estimates for conditions in the future, retrodiction
is the process of computing probabilities or estimates for conditions in the
past.

According to the definition, both track retrodiction and association retrodiction can be eas-
ily understood. Both of them use “historical frames of data”, in the hope of obtaining im-
proved performance. In fact, association retrodiction may have three sub-processes: back-
ward association correction, forward track correction and backward track retrodiction. The
processing with out-of-seqnence measurements (OOSM), either update or removal with
OOSM [5, 6], is an example of association retrodiction, where some OOSM are found to
be associated with an existing track.

Traditionally, a radar system is always required to output its current tracks, therefore, track
retrodiction was not as widely studied as filtering. In [7, 8], a fixed-interval retrodiction
approach was proposed for Bayesian IMM-MHT for maneuvering targets. The approach
assumes a certain time delay is tolerable, so that improved track accuracy can be achieved.
On the other hand, there are strong reasons to use multiple frame data for improved data
association performance [9]. It is also noted that some of the multi-frame algorithms in-
volve the process of correcting past association decisions, and they belong to the category
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of association retrodiction. Similar terminologies are found in the literature such as retrod-
icted hypotheses, retrodicted probability, retrodicted track and retrodicted estimate, where
retrodiction is considered as the antonym of “prediction” [2, 3, 4, 8].

In this report, we demonstrate that more accurate tracks can be achieved by the applica-
tion of a standard Rauch-Tung-Striebel (RTS) smoothing algorithm [10] to HFSWR data.
Monte Carlo simulation is used to verify the performance enhancement, based on two per-
formance measures: filter accuracy and filter consistency. For filter accuracy, the root mean
square error (RMSE) is used. For consistency, normalized estimation error squared (NEES)
is used. Also compared are the effect of the number of frames to the track performance im-
provement.

In Section 2, we summarize the radar tracking models utilized in this application and we
describe the track rodiction algorithm in Section 3. Section 4 provides the measures of
performance. The results of the simulations are presented in Section 5. Section 6 concludes
the report.
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2 Tracking models of the HFSWR

Radar tracking requires the specification of the target state-space model and the measure-
ment model. The discrete-time constant velocity model is considered here as the state-
space model, i.e.,

X(tk+1) = F(Tk)X(tk)+G(Tk)v(tk), (1)

where

X(tk) =

⎡
⎢⎢⎣

x1(tk)
x2(tk)
x3(tk)
x4(tk)

⎤
⎥⎥⎦ , (2)

F(Tk) =

⎡
⎢⎢⎣

1 Tk 0 0
0 1 0 0
0 0 1 Tk
0 0 0 1

⎤
⎥⎥⎦ , (3)

G(Tk) =

⎡
⎢⎢⎢⎣

T 2
k
2 0
Tk 0

0 T 2
k
2

0 Tk

⎤
⎥⎥⎥⎦ , (4)

Q(tk) = E{v(tk)vT (tk)},
= σ2(tk)I2, (5)

where X(tk) is the state vector of position and velocity along x and y directions in a Carte-
sian coordinate system, respectively, I2 is a two-dimensional unit matrix and σ2(tk) is the
variance of the zero-mean Gaussian process noise. Also, Tk = tk+1 − tk, and superscript T
stands for the transpose of a matrix or vector.

Note that the state-space model described is for non-manoeuvring and weak manoeuvring
target tracking. When the targets present more complicated motion dynamics, other ma-
noeuvring models or multiple model approach shall be considered.

The measurement model of 2-D and 3-D coherent radars is given by (a subset of) mea-
surements of range, azimuth, elevation and Doppler. Non-coherent radars do not provide
Doppler measurements. In this study, we consider the HFSWR, a 2-D coherent radar. Thus,

Z(tk+1) =

⎡
⎣

z1(tk+1)
z2(tk+1)
z3(tk+1)

⎤
⎦=

⎡
⎣

r(tk+1)
θ(tk+1)
ṙ(tk+1)

⎤
⎦ , (6)

= h(X(tk+1))+

⎡
⎣

w1(tk+1)
w2(tk+1)
w3(tk+1)

⎤
⎦ , (7)
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where

r(tk+1) =
√

x2
1(tk+1)+ x2

3(tk+1)+w1(tk+1), (8)

θ(tk+1) = tan−1 x3(tk+1)

x1(tk+1)
+w2(tk+1), (9)

ṙ(tk+1) =
x1(tk+1)x2(tk+1)+ x3(tk+1)x4(tk+1)√

x2
1(tk+1)+ x2

3(tk+1)
+w3(tk+1), (10)

and where the noise vector of w(tk) has three independent zero-mean Gaussian compo-
nents. The covariance matrix R(tk) of this noise vector is as follows:

R(tk+1) = E{w(tk+1)wT (tk+1)},

=

⎡
⎣

σ2
r (tk+1) 0 0

0 σ2
θ(tk+1) 0

0 0 σ2
ṙ (tk+1)

⎤
⎦ . (11)

As shown above, the state-space model given by Equation (1) is a linear function and the
measurement model given by Equations (9-10) are three nonlinear functions. Therefore,
nonlinear filtering is needed for HFSWR systems.

In an HFSWR system, the range and azimuth measurements are typically converted from
polar to Cartesian coordinates and a converted measurement EKF (CMEKF) is used. The
measurement model for the CMEKF becomes as follows.

Zc(tk+1) =

⎡
⎣

zc
1(tk+1)

zc
2(tk+1)

z3(tk+1)

⎤
⎦ ,

= hc (X(tk+1))+wc(tk+1), (12)

where

zc
1(tk+1) = r(tk+1)cos(θ(tk+1)), (13)

zc
2(tk+1) = r(tk+1)sin(θ(tk+1)), (14)

z3(tk+1) = ṙ(tk+1). (15)

The covariance matrix of the converted noise vector wc(tk+1) is given by

Rc(tk+1) = E{wc(tk+1)(wc(tk+1))
T},

=

⎡
⎣

σ2
x(tk+1) σxy(tk+1) 0

σxy(tk+1) σ2
y(tk+1) 0

0 0 σ2
ṙ (tk+1)

⎤
⎦ , (16)
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where

σ2
x(tk+1) = r2(tk+1)σ2

θ(tk+1)sin2(θ(tk+1))+σ2
r (tk+1)cos2(θ(tk+1)), (17)

σ2
y(tk+1) = r2(tk+1)σ2

θ(tk+1)cos2(θ(tk+1))+σr(tk+1)sin2(θ(tk+1)), (18)

σxy(tk+1) =
(
σ2

r (tk+1)− r2(tk+1)σ2
θ(tk+1)

)
sin(θ(tk+1))cos(θ(tk+1)). (19)

Note that the converted measurement covariance matrix is no longer diagonal.
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3 Track retrodiction

Track retrodiction is an additional processing on top of the traditional track estimation.
Typically, a retrodiction window length L is specified. During the retrodiction, all track
states are “re-estimated” based the traditional track estimates and some future measure-
ments within the selected window. In other words, two steps are involved. These two
steps, the track estimation (step 1) and track retrodiction (step 2), are described in this
section.

3.1 Step 1: track estimation
The extended Kalman filter (EKF) is the traditional and most widely used nonlinear filter
in real world radar tracking systems. In this algorithm, the measurement model and/or the
state-space model are linearized around the predicted state estimate.

Assume X̂(tk) and P(tk) are known. At the beginning t0, X̂(t0) and P(t0) are typically given
by a track initialization approach. The EKF includes two sequential processings: prediction
and update.

EKF prediction: In this step, the following three quantities are computed: state, covari-
ance and expected state prediction.

State prediction: Propagate the state to the new measurement time tk+1.

X̂(tk+1|k) = F(Tk)X̂(tk). (20)

Covariance matrix prediction: Propagate the estimation error covariance to tk+1.

P(tk+1|k) = F(Tk)P(tk)FT (Tk)+G(Tk)Q(tk)GT (Tk). (21)

Measurement prediction: Predict the center of future radar measurement at tk+1.

Ẑ(tk+1|k) = h
(
X̂(tk)

)
. (22)

EKF update: This step includes the calculation of the Kalman gain, the updates of the
state and the covariance matrix.

Kalman gain update: The innovation is defined as Z(tk+1)− Ẑ(tk+1|k), and its covariance
S(tk+1) is given by:

S(tk+1) = H(tk+1)P(tk+1|k)HT (tk+1)+R(tk+1), (23)
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where the Jacobian matrix for HFSWR is given by

H(tk+1) =
∂h
∂X

∣∣∣∣
X=X̂(tk+1|k)

,

=

⎡
⎢⎣

x1
r 0 x3

r 0
− x3

r2 0 x1
r2 0

x2x2
3−x1x3x4

r3
x1
r

x2
1x4−x1x2x3

r3
x3
r

⎤
⎥⎦

X=X̂(tk+1|k)

. (24)

The EKF gain, K(tk), is a weight factor that determines the contribution of the new mea-
surement Z(tk+1) to the state update and it is given by

K(tk+1) = P(tk+1|k)HT (tk+1)S−1(tk+1). (25)

State update:
X̂(tk+1) = X̂(tk+1|k)+K(tk+1)[Z(tk+1)− Ẑ(tk+1|k)]. (26)

Covariance update:

P(tk+1) = [I −K(tk+1)H(tk+1)]P(tk+1|k), (27)

where I is a unit matrix with 4 dimensions.

The Jacobian matrix for the CMEKF is given by the following equation:

Hc(tk+1) =
∂hc

∂X

∣∣∣∣
X=X̂(tk+1|k)

,

=

⎡
⎢⎣

1 0 0 0
0 0 1 0

x2x2
3−x1x3x4

r3
x1
r

x2
1x4−x1x2x3

r3
x3
r

⎤
⎥⎦

X=X̂(tk+1|k)

. (28)

The nonlinear filtering equations of the EKF can be used for the CMEKF. However, Z(tk+1),
h(·), R(tk+1), H(tk+1) of the EKF shall be replaced with Zc(tk+1), hc(·), Rc(tk+1), Hc(tk+1)
of the CMEKF, respectively.

3.2 Step 2: track retrodiction
Assume that X̂(tk+1) and P(tk+1) have already been obtained from the equations in Step 1.
L frames of data are used for the track retrodiction. The data includes the current frame at
tk+1.

DRDC Ottawa TM 2011-214 7



The RTS algorithm uses an iterative approach to calculate track retrodiction one frame
backward a time, starting from tk [10]. Note that no extra data is available for track retrod-
iction at tk+1. Track retrodiction is given by the following equations:

X̂(tk|L) = X̂(tk)+C(tk)[X̂(tk+1|L)−F(Tk)X̂(tk)], (29)

C(tk) = P(tk)[F(Tk)P(tk)FT (Tk)−G(Tk)Q(tk)GT (Tk)]
−1, (30)

= P(tk)FT (Tk)P−1(tk+1|k). (31)

The solution is in the form of a backward recursive equation that relates the re-estimation
of x̂(tk) given x̂(tk +1) and Z(tk+1). Hence, the track retrodiction can be obtained from the
CMEKF solutions by computing backwards using Equation (31). For easy reference, the
resulted algorithm is named as the Retrodicted CMEKF in the rest of the report.

Subtract X̂(tk|L) from both sides of Equation (29) and rearranging the terms, we find

X̃(tk|L)+C(tk) = X̃(tk)+C(tk)F(Tk)X̂(tk). (32)

Therefore, P(tk|L) satisfies the recursive equation

P(tk|L) = P(tk)+C(tk)(P(tk+1|L −P(tk+1|k))CT (tk). (33)

The computation is initiated by specifying P(tk+1). This essentially completes the RTS
solution for track retrodiction. It should be noted that the estimate X̂(tk) are assumed to
have been obtained in the process of computing X̂(tk +1) and hence can be made available
by storing them in the memory. The covariance P(tk) also may be stored. However, it can
be easily computed. The following formula for computing P(tk) from P(tk+1) eliminates
the extra storage for P(tk) (k = t0, ..., tk), which is not a problem nowadays.

P(tk+1|k) = (P−1(tk+1)−Hc(tk+1)
′Rc(tk+1)Hc(tk+1), (34)

P(tk|k) = F−1(Tk)(P(tk+1|k)−G(Tk)Q(tk)GT (Tk))(FT )−1(Tk). (35)

8 DRDC Ottawa TM 2011-214



4 Measures of performance

The measures of performance (MOPs) are used to evaluate the above track retrodiction
approach. When ground truth is available, the state estimation error (EE) can be used.

The state EE X̃(tk+1) is expressed as

X̃(tk+1) = X(tk+1)− X̂(tk+1), (36)

where X(tk+1) is the ground truth and the covariance matrix corresponding to EE is P(tk+1)
given by the track estimation or track retrodiction.

In this study, two measures of performance are used: (a) EE statistics; (b) Consistency
between the EE and its covariance.

4.1 Measure of error statistics
The absolute errors are evaluated by the RMSE, which are calculated using the EE.

RMSE pos(tk+1) =

√√√√ 1
N

N∑
i=1

(x̃2
1,i(tk+1)+ x̃2

3,i(tk+1)), (37)

RMSE vol(tk+1) =

√√√√ 1
N

N∑
i=1

(x̃2
2,i(tk+1)+ x̃2

4,i(tk+1)), (38)

where x̃ j,i(tk+1) is the jth component of X̃(tk+1)
∣∣
the ith run.

4.2 Measure of consistency
The consistency evaluation is vital for verifying a filter design. It is done by checking
the covariance matching and unbiasedness . Define the ith-run normalized estimation error
squared (NEES) and the N-run average NEES as

εi
NEES(tk+1) = X̃T (tk+1)P−1(tk+1)X̃(tk+1)

∣∣
the ith run , (39)

ε̄NEES(tk+1) =
1
N

N∑
i=1

εi
NEES(tk+1). (40)

The hypothesis H0 for the filter consistency is to check whether the following equation is
acceptable:

E[ε̄NEES(tk+1)] = nx, (41)
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where nx is the dimension of the state X . Since Nε̄NEES(tk+1)] has a χ−square density with
Nnx degrees of freedom. Then, hypothesis H0 is acceptable if

ε̄NEES(tk+1) ∈ [r1,r2], (42)

where the acceptance interval is determined such that

P{ε̄NEES(tk+1) ∈ [r1,r2]|H0} = 1−α. (43)

The interval values can be obtained from a χ−square table or calculated from the distribu-
tion calculator “DistCalc” by H. Lohninger of Vienna University of Technology, which is
what was used. For example, for our simulations runs, N = 1000, nx = 4, the two-sided
interval is, r1 = 3.81 and r2 = 4.2, which gives 95% confidence to accept the hypothesis
H0.

10 DRDC Ottawa TM 2011-214



5 Monte Carlo simulation results

Results obtained on Monte Carlo simulation are presented in this section. The simulations
were carried out to test the performance of the algorithms over 1000 Monte Carlo runs.
The two algorithms, the CMEKF and the Retrodicted CMEKF with various lengths, are
compared. The parameters are presented in Table 1. They are based on parameters of real
HFSWR. The simulations are characterized by a small process noise that captures typical
non-manoeuvering trajectories.

Table 1: Simulation parameters

Parameter HFSWR
Process noise (q) 10−3

Range standard deviation (σr m) 1200
Azimuth standard deviation (σθ degree) 0.65
Range rate standard deviation (σṙ m/s) 0.5
Measurement time interval (ΔT sec) 262

Number of measurements 50
Initial position [x,y] (m) [1.65×105, 1.65×105]

Initial velocity [vx,vy] (m/sec) [5, 5]

Figures 1 and 2 show that the RMSE in position and velocity obtained in the simulations for
each algorithm. It is noted that the performance of the Retrodicted CMEKF is significantly
better. Figure 3 shows the normalized estimation error squared (NEES) metric for the
simulations. It shows both algorithms provided consistent state estimation. In Figures
1 to 3, the retrodiction length L = 7 was used. The trend of the error reduction seems
monotonically decreasing. Therefore, a longer window length L = 20 is also used for the
same simulated data set. Figure 3 shows that the NEES is not inconsistent in the beginning,
for both the CMEKF and the Retrodicted CMEKF. The initial inconsistency is due to one
point initialization [11]. When two points are used for initialization, the NEES is shown to
be consistent from the beginning [12].

Figures 4 and 5 show that the RMSE in position and velocity obtained in the simulations for
each algorithm, where L = 20. It is noted that the performance of the Retrodicted CMEKF
is significantly better again. Most importantly, the error reduction becomes flat, which
means future data beyond 10 frames does not significantly reduce the current RSMSE in
position and velocity. Figure 6 shows the normalized estimation error squared (NEES)
metric for this simulations. It shows both algorithms provided consistent state estimation
for longer retrodiction length as well.
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6 Conclusions

A track retrodiction technique is investigated when the track output can be delayed. Monte
Carlo simulation based on real radar parameters was used to evaluate the two algorithms:
the CMEKF and the Retrodicted CMEKF. The simulation results show significant improve-
ment in both the position and velocity errors, measured by RMSE. With a retrodiction
length L = 7, the errors in position and velocity are reduced by 30% and by 25%, respec-
tively. It is also observed that the error reduction is nonlinear with the number of retrodic-
tion length and the retrodicted RMSE becomes flat when the length is over 10, which means
future data beyond 10 frames does not help much to improve the current track accuracies.
The NEES is used to check the error consistency. Both the CMEKF and the Retrodicted
CMEKF are found to perform consistently. The association retrodiction is only described
briefly in the report, which is recommended as a future topic.
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Figure 1: RMSE in position when L=7.
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Figure 2: RMSE in velocity when L=7.
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Figure 3: NEES in simulations when L=7.
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Figure 4: RMSE in position when L=20.
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Figure 5: RMSE in velocity when L=20.
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Figure 6: NEES in simulations when L=20.
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