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Abstract

Intelligence analysts are faced with information and cognitive overload problems. To address these problems, it is relevant to go beyond traditional knowledge exploitation and management approaches and make use of emerging cognitive support tools. This report proposes an integration framework to lay the groundwork for the creation of a context aware intelligence virtual analyst. A target integration framework architecture is proposed. An initial instantiation of analysis components on the proposed framework is also described.

Significance to defence and security

This effort lays the groundwork and provides a way ahead for the development of an Intelligence Virtual Analyst Capability (iVAC). Exploiting the framework proposed in this document will enable the development of an Intelligent Software Assistant (ISA) that will support Canadian Armed Forces analysts in their collection, processing, analysis and dissemination tasks, thereby considerably reducing information and cognitive overload.
Résumé

Les analystes du renseignement sont aux prises avec des problèmes de surcharge informationnelle et cognitive. Pour régler ces problèmes, il est essentiel d’aller au-delà des approches traditionnelles de gestion et exploitation de la connaissance et d’utiliser des outils novateurs de support cognitifs. Ce rapport propose un cadre d’intégration pour jeter les bases d’un analyste virtuel du renseignement, sensible au contexte. Une architecture cible est présentée et une première version de composantes d’analyses déployées sur le cadre est décrite.

Importance pour la défense et la sécurité

Cet effort de recherche jette les bases et propose une direction pour le développement d’un Intelligence Virtual Analyst Capability (iVAC). L’utilisation du framework proposé dans ce document permettra le développement d’un Intelligent Software Assistant (ISA) qui aidera les analystes des forces armées canadiennes dans leurs tâches de collecte, traitement, analyse et dissémination en réduisant la surcharge cognitive et informationnelle.
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1 Introduction

The intelligence analysts of the Canadian Armed Forces have a mandate to collect, process and analyze information, and disseminate required intelligence. The main challenge facing the analysts is not a lack of data—in some way they are drowning in data—but rather managing and making sense of the large amount of data being presented to them. This overload problem (at the information and cognition levels) has recently been addressed using a variety of tools that allow extracting, analyzing, and reasoning on information [1]–[5]. Still there remains a strong need to support the analysts, specifically in analyzing and making sense of the processed information in order to interpret its significance, and develop new knowledge.

In order to better address the overload problem, it is relevant to go beyond traditional knowledge exploitation and management approaches and make use of emerging cognitive support tools. A very promising paradigm in artificial intelligence has emerged: the Intelligent Software Assistant (ISA). The idea behind the research presented here is to use the ISA paradigm in the intelligence context and to synthesize the current state of artificial intelligence research in order to develop an Intelligence Virtual Analyst Capability (iVAC). An iVAC is a virtual analyst that organizes information, learns processes, adapts to changing situations, and interactively supports the analysts in their tasks in a seamless, intuitive fashion, eventually taking on autonomous tasks in concert with other analysts (virtual or human). An iVAC should be able to learn from its experience, by interacting with and being advised by its users. It should be able to explain what it is doing and why it is doing it. An iVAC should be aware of the context, such as traits and intent of its interactive “partners”, and behave accordingly. An iVAC system should “be able to reflect on what goes wrong when an anomaly occurs, and anticipate such occurrences in the future. It should be able to reconfigure itself in response to contextual changes, and should be able to be configured, maintained, and operated by non-experts” [6].

The goal of this research is to propose an integration framework to lay the groundwork for the creation of a context aware intelligence virtual analyst. In order to put together a framework that allows for the incremental building of a virtual assistant, a flexible and scalable integration platform must first be proposed. A certain number of primary components are also required. Such primary components include a natural language processing capability, an avatar capability, and Graphical User Interface (GUI) capabilities.

Once the basic framework and preliminary components are available, context awareness and analysis components can be added to the system and deployed.

1.1 Organization of the document

This Scientific Report describes the proposed framework and its implementation at Defence Research and Development Canada (DRDC) – Valcartier Research Centre.

Section 2 presents the analysis that has been performed to identify the best technological and architectural solutions available for the integration framework and the primary components.

Section 3 presents the architecture that has been proposed for the integration framework.
Section 4 presents a first instantiation of a virtual analyst capability, based on the architecture proposed in Section 3. Primary components, as well as some preliminary context awareness and analysis components that have been developed and integrated, are presented.
2 Technological and architectural analysis

This section provides an overview of the analysis that was performed for the selection of each analysis component and for the selection of the framework. Explanations are meant to be succinct, very detailed information can be found at [7].

2.1 Analysis components

2.1.1 Natural Language Processing (NLP)

NLP is concerned with the interaction between humans and computer systems using human (natural) language. For the purpose of this work, NLP is being considered for three distinct aspects: Speech Recognition (SR), Natural Language Understanding (NLU), and Speech Synthesis (SS). Speech recognition is in charge of extracting written sentences out of the spoken (audio) input. Natural language understanding extracts meaning out of the provided sentences. Speech synthesis generates the audio output from sentences.

2.1.1.1 Speech recognition

Three of the principal avenues that have been investigated for speech recognition were: CMUSphinx, Julius, and Nuance Dragon.

CMUSphinx is an open source speech recognition system developed at Carnegie Mellon University. It contains several independent speech recognizers as well as Sphinxtrain, a set of acoustic model training tools. CMUSphinx can recognize speech, but does not contain a NLU Module. CMUSphinx possesses a Java and a C Application Programming Interface (API). The principal strength of CMUSphinx is its open source nature and a wide adoption in research labs and academia. It is highly customizable. The main drawbacks are a limited amount of training data used with the default acoustic model, and a lack of advanced speech recognition algorithms.

Julius is another open source speech recognition engine written in the C programming language. Both the dictation (which recognizes spoken utterances) and command and control (which understands commands) modes are supported. By default, Julius comes with the Japanese language support. English acoustic and language models are available from a third party for free, non-commercial use. Julius does not come with an advanced NLU capability. Julius is supposedly fast and efficient, but getting it effectively working with languages other than Japanese would require the investment of considerable resources.

Dragon Naturally Speaking is a speech recognition software package developed by Nuance Communications for the Windows operating system. Nuance also sells a Software Development Kit (SDK) allowing developers to create custom Windows applications with speech recognition (and synthesis) capabilities. The accuracy of speech recognition can be increased by adapting the software to each individual speaker’s accent and vocabulary. In the command and control mode, Dragon can recognize predefined sequences of words or patterns of words as commands. However, a separate NLU module is required to recognize more complex commands. Nuance’s
speech recognition technology is widely accepted as the state-of-the-art. The main limitation is a relatively high cost.

Based on its performance, Dragon is recommended as the Speech Recognition component. The assumption here is that its acquisition cost would not surpass the customization cost of the other solutions.

### 2.1.1.2 Natural language understanding

A total of seven NLU libraries have been analysed. For the purpose of the project, an incremental solution has been proposed, leveraging different technologies. The incremental solution moves towards increasingly complex and powerful complementary NLU approaches: bag-of-words approach, hand-written grammar approach, and statistical NLP approach.

In its simplest approach, the NLU component would reduce the input sentence as a bag-of-words: a set of words contained in the sentence, removing the word ordering information. Meaning is attached to a given set.

The hand-written grammar approach consists in defining a context-free grammar for all acceptable queries. A parser is then used to derive the syntactic tree of input queries, from which the type and parameters of the task can be directly extracted.

Statistical NLP uses the full power of available statistical NLP taggers to extract a rich and flexible set of annotations, from which the task type and parameters should be extractable. This approach is more complex and closer to a full query understanding.

Implementing a bag-of-words approach is trivial, and does not require any sophisticated library. It only requires processing strings and lists, which is fully supported by any modern programming language. The main strength of this approach is its simplicity. Its main limitation is that the output of this approach is shallow and does not take into account the structure of the sentence, or query.

In order to implement the hand-written grammar approach, the use of PythonNLTK is recommended as it is the most convivial implementation of a hand-written, context free grammar parser.

For the statistical NLP approach, the ClearNLP library is proposed, as it covers most statistical NLP needs and is written in Java.

### 2.1.1.3 Speech synthesis

Ten solutions have been considered for SS, coming from both the open source and commercial communities. All reviewed open source speech synthesis technologies had one significant disadvantage: the sound of the synthesized voice was very artificial and sometimes difficult to recognize. This would be a serious limitation to intelligence analyst’s daily work. In terms of voice quality, Nuance Dragon proved to be the best alternative, and, as it is also being recommended for speech recognition, it becomes the recommendation for SS.
2.1.2 Avatar

Three of the principal avenues investigated for avatars were: Double Agent, Clippy.js and Guil3d.

Double Agent is an open source avatar technology from Microsoft that supports existing Microsoft Agent characters, including Microsoft Office Assistant characters. Double Agent relies on the discontinued Microsoft Agent software. The plugin is limited to specific versions of the Mozilla Firefox browser.

Clippy.js is a full JavaScript implementation of Microsoft Agent. Agents are composed of multiple image sequences that represent the frames of each animation related to an agent action. It is lightweight and easy to integrate. However, Clippy.JS does not include phonemes (Lip-Synching) animations. It does not allow for complex or refined avatar representations and is therefore limited.

Guil3D – Virtual Assistant Denise is a virtual assistant Windows desktop software with some artificial intelligence capabilities. Denise is a full feature application whose main function is to assist users in human-computer interaction. Denise can search the web, explore and play multimedia files, read and answer e-mails, schedule and remind appointments. Only desktop client integration is available in the current version. The software is also quite costly as more than $800 is required for a single user license of the enterprise version.

None of the surveyed avatar technologies meets the need of the iVAC. The current recommendation is therefore to develop a very simple avatar that will act as a place holder until appropriate avatar technology is made available or developed.

2.1.3 Graphical user interface

With regards to GUIs, the main alternatives are web-based or desktop GUIs. Web GUIs are designed to be run within a browser environment using various technologies to enable layout management, visual styling, as well as variable and object manipulation. The desktop alternative would require the installation of a client in order to drive the GUI. While each approach is valid and would have met the project’s requirements, it has been decided to opt for a web-based approach for ease of integration within our existing legacy environment.

2.2 Framework

For the integration framework, the three considered alternatives have been: multi-tier distributed architecture, service integration, and service-oriented architecture.

A multi-tier architecture proposes a structure where presentation, business processing, and data management are logically separated. An application that uses middleware to service data requests between a user and a database employs a multi-tier architecture. The most widespread use of multi-tier architectures is the three-tier architecture.

A service integration approach involves the integration of applications through a service layer where services are aggregated, composed and consumed as needed. Applications are not directly connected to each other but interact through the service layer.
Service-Oriented Architecture (SOA) is a paradigm for the realization and maintenance of business processes that spam large distributed system. It is based on three major technical concepts: services, interoperability through an Enterprise Service Bus (ESB) and loose coupling. An ESB is used to implement communication between mutually interacting software applications. The ESB is in charge of monitoring messages between services, data transformation, mapping, and queuing.

For a full-fledged iVAC, the proposed approach would be a full service-oriented architecture. The use of the ESB would allow for the integration of complex heterogeneous components. However, for the initial context of this project, the service integration approach has been used. Service integration requires less effort for a first instantiation of the iVAC framework. Moreover, it is a steppingstone towards the SOA approach as the use of services will allow for a later transition to the full SOA using an ESB. The service integration architecture has been instantiated using the Java Enterprise Edition solution.
3 Integration framework

This section provides a description of the framework that was created to allow for the development of a virtual analyst. The details are kept at a more conceptual level; the actual technologies employed to instantiate the proposed model are secondary. The aim is to highlight the principles that allow for the integration of heterogeneous analysis components.

3.1 Query handling

Figure 1 provides an overview of the interaction between a user and the different parts of the system for the handling of queries.

![Diagram of high-level interaction for the handling of queries.]

**Figure 1: High-level interaction for the handling of queries.**

The user will interact with the system using spoken or written natural language, or using the GUI. A natural language query will be handled by the Natural Language Understanding module. The Natural Language Understanding component translates the user voice into a command. This module will use information stored in the Discourse Context, which contains the data (bag of words, grammar, statistical analysis data) required to perform Natural Language Processing (details provided in Section 2.1.1.2). The Dialogue Orchestrator receives the user request and calls the necessary services (Business Services) to execute the command. The Response Generator produces a response from the received results. The Natural Language Generation of Figure 1 formulates the response in natural language.

3.2 Framework functions

Figure 2 shows a more detailed view of the framework functions. In some cases technologies are associated with particular functions. Although the specified technologies are indeed candidates of choice for the specified function, it must be understood that the function itself is essential to the system, while the technological components remain interchangeable.
At the top of Figure 2, the iVAC view is where the user interacts with the system (as detailed in Section 3.1). This interaction is made using a GUI, natural language processing (including speech synthesis and speech recognition), and an avatar representation.

### 3.2.1 Dialogue management

The following components are used for dialogue management:

- The **Dialogue orchestrator** coordinates the activities of all the components of the dialogue system;
- The **Sentence analyser** allows for the system to understand natural language user requests;
- The **Library NLP** is a third party library that supports the Sentence Analyser to process and understand the spoken request;
- The **Command improver** is called by the Dialogue Orchestrator when the latter needs to get a more accurate command in order to call core business functions correctly. The Command Improver uses a Machine Learning (ML) Processor;
- The **ML processor** provides machine learning capability to the communication system. Based on the user profile, behaviour and feedback, the system could learn to better understand natural language queries;
- The **ML library** (ML processor) is a third party library that supports the ML processor;
- The **Response generator** aggregates all the responses returned by the command processing experts; and
• The **Natural language generator** produces a textual utterance from the response delivered to the dialogue orchestrator.

### 3.2.2 Command processing

The following components are used for command processing:

- The **Command processor** is aware of all the business functions that are available to process specific commands. It maps and forwards commands to the appropriate processing service.
- The **Command processing expert** is an abstract command processing component. It provides a well-defined interface to specialized experts. By implementing this interface, it is possible to add new expert or analysis services to the system. For the initial version of the framework, the following expert services were implemented:
  - **ISTIPEXpert:** handles tasks or commands related to services hosted in the DRDC developed Intelligence Science and Technology Integration Platform (ISTIP) [1] infrastructure. Depending on the type of the command, this component calls the right ISTIP service to process the command;
  - **DocumentExpert:** handles documents retrieval and/or processing commands. It relies on a document processing system or services to process the command;
  - **GreetingExpert:** greets the user and initialises the user session context;
  - **DateTimeExpert:** handles date and time-related commands;
  - **DataBaseExpert:** queries database systems. It issues data queries to its known databases. It relies on the interfaces and/or services provided by those database systems;
  - **UserContextExpert:** manages user context related tasks; and
  - **SolrExpert:** retrieves documents and/or similar user contexts in the Solr indexation system and by using Solr [18] advanced search capabilities.

### 3.3 Framework software architecture

This section provides an overview of the software components that have been used to implement the first version of the integration framework as shown on Figure 3. This overview of the technological stack is provided as a reference; additional details can be found at [8].

![Software architecture diagram](image)

**Figure 3: Software architecture.**
The following software systems are used on the server side in the initial version of the integration framework:

- **The Machine Learning (ML) library:** Scikit Learn [9] is a software library that handles the learning capability of the iVAC;
- **The Natural Language Processing (NLP) library:** for the iVAC, the «NLTK 2.0» [10] is used as the natural language processing library of choice;
- **Python 2.7:** Python [11] is an interpreted language designed to speed up development time for rapid prototyping. The Python interpreter is required by the NLTK components;
- **Jython 2.5.4:** Jython [12] is Python for Java platforms. It is used to create and support a service adapter to integrate the NLU components;
- **Ubuntu 12.04 LTS:** Ubuntu [13] Server is a Unix-like operating system. It is used on the server side of the iVAC system;
- **JBoss 7.2.0:** JBoss 7 [14] is a fully certified Java enterprise Edition 6 server application. It is used to host the iVAC business component;
- **Apache Active MQ 5.8:** Active MQ [15] is an open source message broker and integration platform. It supports cross language messaging;
- **Jetty 9:** Jetty [16] is an open source Java Servlet Container. As such, it provides a web server and servlet hosting capability. It is the Web server that hosts the management console of Active MQ;
- **Java Runtime environment 1.7:** The Java Runtime environment [17] runs all Java-based programs. As such, environment software systems like JBoss, Active MQ and Tomcat or Jetty cannot be run without Java RE;
- **Apache Solr 4.6.0:** Solr [18] is an open source enterprise search platform from the Apache Lucene project. Its main features include powerful full-text search, hit highlighting, faceted search, near real-time indexing, dynamic clustering, database integration, rich document (e.g., Word, PDF) handling, and geospatial search; and
- **Apache HTTP server 2.4.6:** the Apache [19] HTTP Server coupled with the JBoss Mod_Cluster 1.2.7 [20] acts like a load balancer for the iVAC cluster. Its main purpose is to distribute the load between the nodes that form the iVAC Server Cluster.

The following software systems are used on the client side in the initial version of the integration framework:

- **Microsoft Windows 7 Professional:** Microsoft Windows 7 [21] is the client version of the Microsoft Windows operating system;
- **Nuance Dragon Client 12:** Nuance Dragon [23] is a software system with several capabilities; among them: Speech Recognition and Speech Synthesis; and
- **ActiveMQ NMS Client 2.0:** ActiveMQ NMS Client [24] is a .Net client that communicates with the ActiveMQ Message Broker.
4 Initial framework instantiation

This section describes a first version of the framework that has been built according to the specifications detailed in Section 3. This framework contains a limited set of analysis components that mainly deal with user and context management, as well as with documents retrieval and recommendation.

The initial application deployed on the framework performs documents retrieval. The user is able to perform document searches based on keywords. The application is also able to take into account the user’s context (identity, role and preference) and the user’s feedback (on previously retrieved documents) to retrieve documents. Context-aware documents retrieval is the topic of Section 4.2. Section 4.1 first provides a description of the application.

4.1 Application description

Figure 4 shows the application dashboard.

![Application dashboard](image)

*Figure 4: Application dashboard.*

The dashboard contains three main sections:

- the dialogue console widget;
- the documents list widget; and
- the user context definition widget.
4.1.1 Dialogue console widget

Figure 5 shows the dialogue console widget.

The dialogue console widget is mainly used to submit user requests to the system. The user types his requests in natural language and hits the send button to send the request to the system. The system uses the bag of words and grammar approaches (Section 2.1.1.2) to extract a precise command from the written utterance. The understood query is given back to the user in the window.

4.1.2 Documents widget

Figure 6 shows the document widget.

Figure 5: Dialogue console widget.

Figure 6: Document widget.
The documents widget is used to display a list of documents returned by the system for a submitted request. Using this widget, the user can also provide feedback to the system. To provide feedback, the user selects a document on the grid and then selects one of the following options in the relevance field:

- **Unknown**: the default option, which provides no actual feedback.
- **Relevant**: the user considers this document as relevant. When he selects this option, other feedback options become available. The user can select one of these options:
  - **More Like This**: the user wants to get more documents like this one; and
  - **No More like This**: even if the user considers this document as relevant, he does not want to retrieve other similar ones.
- **Irrelevant**: the document is not relevant for the current context of the user.

After making his choices, the user can hit the «save» button in order to submit his feedback to the system.

### 4.1.3 User context widget

Figure 7 shows the user context widget.

![User context widget](image)

**Figure 7**: User context widget—Ozone Widget Framework (OWF) user tab.

The user context widget is used to define the context of a user. This widget contains four tabs:

- **OWF User** (shown on Figure 7): this grid displays the list of users contained in the Ozone Widget Framework database. This is accessible only by users having administrative privileges;
- **User** (shown on Figure 8): this contains basic information about the user;
- **Context basic information** (shown on Figure 9): this contains the information related to the context like:
  - A collection of keywords defined by the user; and
- A collection of relevant documents.
- **User work description** (Figure 10): this is where the user role is described (his mission, his function and his tasks).

**Figure 8: User context widget—User tab.**

**Figure 9: User context widget—Context basic information tab.**
Notice the “percentage of considered context” slider at the bottom of the figure, which allows for the user to move from a strictly keyword-based search (0%) to a strictly context-based search. This is the topic of the following section.

4.2 Context aware document retrieval

This section provides an overview of the context-aware document retrieval mechanics. Detailed information can be found in [25].

4.2.1 Keywords and context

Context-aware document retrieval aims at providing users with documents that are not only relevant to a particular keyword, but that also take into account the user’s context. Figure 11 illustrates this notion.
At its simplest form (Simple Text Retrieval), the system will use only the keywords provided by the user. The system will behave the same way as any typical search engine would, by retrieving documents containing the keywords. The system is also able to consider user feedback (Simple Text Retrieval With Feedback) (e.g., relevant, irrelevant, more like this, no more like this—see Section 4.1.2) to refine search results. Finally, the system is able to consider the user’s context to refine search results. Actually, the system can move from keyword-based to context-based retrieval using a user-specified keyword-context ratio (illustrated on Figure 10). As previously mentioned, when located at the left end of the spectrum (green of Figure 11, basic keyword search will be performed. When located at the right (purple of Figure 11), only the context of the user will be used. This means that the retrieval result will not take into account the provided keywords and will strictly contain context-based results.

Having such a flexible system, allowing to move from keyword-based to context-based retrieval, provides the user with various types of results, some of which might not have been made available by a standard document retriever. The idea behind this approach is that a user may, indeed, be looking for documents containing specific keywords. However, it is also possible that a user may be inputting keywords that are somewhat arbitrary in order to find documents of interest that are not related to (and may not contain) the specified keywords. In this case, context-based retrieval is a complimentary solution that is likely to return different documents of interest.

The following sections provide details on the approaches powering keyword-based retrieval, context-based retrieval, and user feedback.
4.2.2 **Keyword-based document retrieval**

To perform keyword-based searches, the system uses the Solr [18] search engine. Solr provides the following functionalities:

- Index documents;
- Return all the terms indexed;
- Return the term frequency, document frequency and Term Frequency-Inverse Document Frequency (TF-IDF) values for any indexed document;
- The possibility to weight the importance of keywords in a query;
- The possibility to search on multiple document fields; and
- The possibility to weight the importance of document fields in a query.

In Solr, documents are composed of fields, which are specific pieces of information. Fields can contain different types of data (e.g., date-time, binary, boolean, currency, Unicode).

Term Frequency-Inverse Document Frequency (TF-IDF) is a statistic that reflects the importance of a word in a document. It is the combination of two measures: Term Frequency (TF) and Inverse Document Frequency (IDF). TF considers the frequency of a given term in a document. IDF is a way to measure the amount of information a given word provides by evaluating if it is common across all documents. Roughly, IDF is computed by dividing the total number of documents by the number of documents containing a given word. TF-IDF is produced by multiplying both measures. On a general document corpus, for any document, the term “the” would likely score a high TF measure (as it is frequently used), and very low IDF (as it is probably used in most documents). The combined TF-IDF measure for “the” would be low, reflecting the notion that the word “the” does not convey much importance in the meaning of a given document. Let’s say a particular document in our general corpus discusses Neutrinos. The TF measure for “neutrino” in this specific document would likely be high (since it is the topic of the document). On the other hand, since the corpus is of a general nature, it is likely that few other documents would contain “neutrino”. Therefore, the IDF measure would also be high. The combined TF-IDF measure for “neutrino” would be high, reflecting that this particular word is of special importance for the document at hand.

4.2.3 **Handling user feedback**

Relevance feedback is an approach that modifies the weights of keywords in the request based on the relevant documents identified by the user. This is implemented using a Rocchio Equation [26]. In general terms, the Rocchio Equation adds to the original weights of terms the average importance of the word in the relevant documents and subtracts the average importance of the word in the irrelevant documents. The importance of a given keyword is computed using the TF-IDF method described in 4.2.2.

In the context of the application, the user is allowed to specify feedback using Unknown, Relevant-More Like This, Relevant-No More Like This, or Irrelevant (see Section 4.1.2). In practice, the Unknown and Relevant-No More Like This options do nothing. The Relevant-More
Like This option is used to add importance to keywords present in the document. The Irrelevant option is used to reduce the importance of keywords present in the document.

4.2.4 Handling context

In this initial version of the system, the context is handled using the keywords and “relevant documents” identified by the user (see Section 4.1.3—Context Basic Information Tab). The system will simply use the provided keywords along with the identified relevant documents to perform the method described in Section 4.2.3.

In a future version, the contextual description of the user (using roles, tasks, and preferences) will also be used, which will allow to identify other users with similar context and suggest results accordingly. This feature could be paraphrased as “users who have contexts similar to yours were also interested in documents x, y, z.”

4.2.5 The keyword-context continuum

Figure 7 shows the slider that the user can use to specify the “Percentage of considered context”. This is used to effectively move from the keyword-based approach to the context-based approach discussed in Section 4.2.1. This is implemented by providing a relative weight to the user-specified keywords and the context-specified keywords. This is done by considering the slider value/100 as \( \alpha \), the relative importance of context-specified keywords, and 1-\( \alpha \) as the relative importance of user-specified keywords.

If the slider is in position 0%, the relative importance of context-specified keywords will be 0 and the importance of user-specified keywords will be 1. Hence, only user-specified keywords will be considered by Solr in the document retrieval process.

If the slider is in the position 100%, the relative importance of context-specified keywords will be 1 and the importance of user-specified keywords will be 0. Hence, only context-specified keywords will be considered by Solr in the document.
5 Conclusion

Intelligence analysts are faced with information and cognitive overload problems. To address these problems, it is relevant to go beyond traditional knowledge exploitation and management approaches and make use of emerging cognitive support tools. The research presented in this report proposes an integration framework to lay the groundwork for the creation of a context aware intelligence virtual analyst. Such an intelligence virtual analyst would provide essential support to human analysts faced with information and cognitive overload problems.

The results from the thorough analysis that was performed to identify the best technological and architectural candidates were presented. A target integration framework architecture was also proposed. An initial instantiation of analysis components on the proposed framework was also described.

Using this proposed integration framework and adding new analysis functionalities will allow iteratively converging towards the development of a full-fledged Intelligence Virtual Analyst Capability (iVAC).
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>API</td>
<td>Application Programming Interface</td>
</tr>
<tr>
<td>DRDC</td>
<td>Defence Research and Development Canada</td>
</tr>
<tr>
<td>ESB</td>
<td>Enterprise Service Bus</td>
</tr>
<tr>
<td>GUI</td>
<td>Graphical User Interface</td>
</tr>
<tr>
<td>IDF</td>
<td>Inverse Document Frequency</td>
</tr>
<tr>
<td>ISA</td>
<td>Intelligent Software Assistant</td>
</tr>
<tr>
<td>ISTIP</td>
<td>Intelligence Science and Technology Integration Platform</td>
</tr>
<tr>
<td>iVAC</td>
<td>Virtual Analyst Capability</td>
</tr>
<tr>
<td>NLP</td>
<td>Natural Language Processing</td>
</tr>
<tr>
<td>NLU</td>
<td>Natural Language Understanding</td>
</tr>
<tr>
<td>OWF</td>
<td>Ozone Widget Framework</td>
</tr>
<tr>
<td>R&amp;D</td>
<td>Research &amp; Development</td>
</tr>
<tr>
<td>SDK</td>
<td>Software Development Kit</td>
</tr>
<tr>
<td>SOA</td>
<td>Service-Oriented Architecture</td>
</tr>
<tr>
<td>SR</td>
<td>Speech Recognition</td>
</tr>
<tr>
<td>SS</td>
<td>Speech Synthesis</td>
</tr>
<tr>
<td>TF</td>
<td>Term Frequency</td>
</tr>
</tbody>
</table>
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Intelligence analysts are faced with information and cognitive overload problems. To address these problems, it is relevant to go beyond traditional knowledge exploitation and management approaches and make use of emerging cognitive support tools. This report proposes an integration framework to lay the groundwork for the creation of a context aware intelligence virtual analyst. A target integration framework architecture is proposed. An initial instantiation of analysis components on the proposed framework is also described.

Les analystes du renseignement sont aux prises avec des problèmes de surcharge informationnelle et cognitive. Pour régler ces problèmes, il est essentiel d’aller au-delà des approches traditionnelles de gestion et exploitation de la connaissance et d’utiliser des outils novateurs de support cognitifs. Ce rapport propose un cadre d’intégration pour jeter les bases d’un analyste virtuel du renseignement, sensible au contexte. Une architecture cible est présentée et une première version de composantes d’analyses déployées sur le cadre est décrite.