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The navigation is a critical element of a satellite launcher. The objective of this research is to
evaluate the additional precision and robustness provided to the navigation solution by using the
reference trajectory data. To include this information, the error state model of a GPS/INS con-
figuration is augmented to estimate the difference between the launcher and the reference tra-
jectory attitude data. The assessment of the precision gain is made using the standard deviation
of the attitude, velocity and position estimation errors. The robustness is evaluated considering
the loss of precision caused by a GPS outage. The velocity estimation is slightly improved, but
the attitude estimation greatly benefits from the additional information. Also, the robustness
to a GPS outage is greatly improved for all estimated values. The augmented model can with-
stand errors in the variances of the external perturbations. However, this one could be sensitive
to modelling errors.

KEY WORDS
Satellite Launcher Navigation, Reference Trajectory, Data Fusion

1. INTRODUCTION. The navigation is a critical element of a satellite launcher. In order to
be able to correct its trajectory properly, it is important to know the position, velocity and atti-
tude of the launcher with the best possible accuracy. For an equivalent accuracy and robustness,
the price of the navigation solution does not change depending on the size of the launcher. So,
on a small launcher targeting a low orbit, it may take a significant proportion (Barbour, 2011;
Schmidt, 2010; Koelle, 2005). Therefore, it is advantageous to use “free” sources of informa-
tion that require no sensor.

To increase accuracy and robustness of navigation solutions, the common approaches are
developing more efficient sensors (Samaan and Theil, 2011; Yu et al., 2010; Brown and Math-
ews, 2007; Titterton and Weston, 2004), exploiting the redundancy of sensors (Yuksel et al.,
2010; Tanenhaus et al., 2010; Bancroft, 2009; Giroux, 2004), combining multiple sensors with
complementary qualities (Zhang et al., 2011; Hao et al., 2010; Ali and Fang, 2009; Theil et al.,
2009; Ning and Fang, 2008; Theil et al., 2008; Sedlak, 1997; Kachmar and Wood, 1995) or
employing more efficient fusion algorithms than the extended Kalman filter (Gross et al., 2010;
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Ali and Fang, 2009; Wang et al., 2008; Ali and Jiancheng, 2006; Groves and Long, 2005).
Nevertheless, none of the solutions exploits the fact that the optimal trajectory that should be
followed by the vehicle is calculated before the launch. The Ariane 5 navigation exploits a
ballistic trajectory during the coast phase, which begins around an altitude of 1000 km and
can last up to 5 hours. This approach is less sensitive to estimation drift than the INS (Inertial
Navigation System) used during the powered phase (Belin et al., 2010). However, these two
approaches are employed independently depending on the flight phase.

Most vehicles follow a different path for each use and this one can be severely disrupted
along the way or simply be unknown. One only has to think of a Sunday car ride. However, the
economic imperatives of launching a satellite involve trajectory optimization to minimize the
cost. In addition, the sources of disturbance are mainly concentrated in the endoatmospheric
flight phase, which is relatively short (Vachon, 2012; Belin et al., 2010; Vachon et al., 2010).
Therefore, the real trajectory of the launcher should be very close to the reference trajectory.
This knowledge adds a source of navigational information without requiring additional sensors.

The main idea is that initially, the position and attitude of the launcher are well known. As
the mission progresses, the vehicle may deviate from the reference trajectory because of the
disturbances. By weighting the confidence we have on the fact that the launcher follows the
reference trajectory, it is possible to exploit this information to improve the performance of the
navigation solution.

The GNC (Guidance, Navigation and Control) system is the most important investment in
development, testing and validation with respect to software design (Ferguson, 2011). To avoid
having to repeat the certification of equipment already present and which have been proven, it
may be desirable to avoid the modification of existing systems (Ferguson, 2011; Goodman and
Propst, 2008). The use of the reference trajectory data requires no changes in the guidance and
control equipment because, for the implementation considered, the data is stored in the memory
of the navigation solution.

During the endoatmospheric phase, open loop guidance is performed and only the attitude
of the vehicle is controlled. Therefore, the effect of external disturbances on the position of the
launcher should be compensated in the exoatmospheric phase (Vachon, 2012; Lu et al., 2003;
Hanson et al., 1995). Considering the differences between these two phases, they are treated
independently. Thus, this article aims to validate the concept of using data from the reference
trajectory in a navigation solution for the endoatmospheric phase. The exoatmospheric phase
will be discussed in a later paper. The second section introduces the GNC function principle.
The third section presents the simplified model employed to validate the concept proposed. The
fourth section shows the mathematical development of the resulting navigation solution. The
fifth section compares the new navigation solution, which uses the reference path, to a solution
that does not use it.

2. GNC FUNCTION. The GNC function manages the movement of the launcher through-
out the mission. The process consists of two nested loops. The outer loop establishes the optimal
trajectory to be followed by the launcher to achieve the objective of the mission and the inner
loop takes the actions to match the optimal trajectory (Vachon, 2012; Bletsos, 2004; de Castro
Leite Filho, 2000). Also, the GNC function has access to a priori knowledge. Data includes in-
formation on wind profiles, on the vibrational patterns, on the desired orbit and on the reference
path (Vachon, 2012; Bletsos, 2004; Lu et al., 2003; Hanson et al., 1995).

3. SIMPLIFIED MODEL. A complete non linear simulator of the launcher is available.
However, in order to prove the concept and make the analysis clearer, a simplified model is
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exploited in the course of this paper. This one considers the control and launcher grouped as
shown in figure 1, where aB

re f and [ωre f ]
B
IB are respectively the reference acceleration and angu-

lar velocity expressed in the body frame. These values will be used as the unperturbed forces
acting on the launcher. [ωw]BIB is the angular velocity induced by the wind represented in the
body frame. rE

re f is the reference position given in the Earth frame, rE
e and vE

e are the estimated
position and velocity expressed in the Earth frame. [Tref]

E
B, [Td]EB and [Te]

E
B are rotation matri-

ces from the body frame to the Earth frame representing respectively the reference, desired and
estimated attitudes. aB

r , [ωr]
B
IB, vE

r and rE
r are the real acceleration, angular velocity, velocity and

position of the launcher, δaB
m, [δωm]BIB, δvE

m and δ rE
m are the corresponding measurements and

δaB
m, [δωm]BIB, δvE

m and δ rE
m the associated measurement noises. The INS values (accelerome-

ters and rate gyroscopes) are represented in the body frame and the GPS (Global Positioning
system) values (position and velocity) are in the Earth frame. To ensure an easy transfer of the
navigation algorithm to the nonlinear simulator, the simplified model is designed to be as close
as possible to this one.
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Figure 1: Simplified GNC loops. The dashed line represents the reference attitude data added
to the navigation

The gain scheduling performed in the control function to account for the change in the
dynamics of the launcher tends to makes the overall control and launcher angular dynamics
equation constant. Therefore, for the purposes of this work, a linear time invariant function
will be exploited. Since open loop guidance is performed during the endoatmospheric phase,
the desired attitude sent to the control function corresponds to the reference trajectory attitude
[Td]EB = [Tref]

E
B. As mentioned previously, the vehicle position and velocity are not controlled,

therefore only the attitude data from the reference trajectory is used as additional information
for the navigation.

For the rest of the analysis, the guidance, the control and the launcher are considered ideal,
unless otherwise stated. Thus, their model is identical to the reality. The reference trajectory
takes into account the wind profile on the launch site and it can be updated using the day of
launch wind data. But, even with this information, the stochastic nature of the wind makes it the
most difficult perturbation to anticipate (Duplain, 2012; Lu et al., 2003; Mori, 1999; Hanson
et al., 1995). Therefore, this one is the only external disturbance considered in the analysis
presented. Accordingly, in the course of this article, the only sources of errors making the
launcher diverging from its reference trajectory are the navigation error and the wind.

To further simplify the model some assumption are made:

• A null wind is used as the wind profile.
• The launcher is rigid.
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• The actual wind is modeled by an angular velocity perturbation.
• The Earth is considered to be spherical for gravity calculations.
• The sideslip angle is considered small enough to neglect its effect on the aerodynamic

force.
• Except for the wind, the effect of the forces affecting the axial acceleration and the an-

gular velocity is precomputed.
• The roll rate is considered as unaffected by the wind.
• Only the random walk is modeled for the accelerometers and rate gyroscopes imperfec-

tions (i.e. the bias is known and canceled, and the mission is short enough to consider it
to be constant).

These simplifications are intended to avoid overburdening the analysis and do not have
impact on the understanding of the principle. For the purpose of this research, the endoatmo-
spheric phase ends when the guidance switches from open loop to close loop mode. This occurs
160 seconds after the beginning of the mission. At this point the altitude is around 100km which
corresponds to the Kármán line.

4. MATHEMATICAL DEVELOPPEMENT OF THE NAVIGATION SOLUTION. This
section presents the mathematical development of a navigation solution which uses the ref-
erence trajectory. First, the propagation of the divergence between the actual and the reference
attitude is analysed for the yaw angle. Then, the implementation of the principle in a three-
dimension navigation solution is introduced.

4.1. Propagation Of The Divergence From The Reference Attitude. In order to exploit
the reference trajectory in the navigation solution, it is important to understand how the differ-
ence between the actual path of the vehicle and the reference trajectory propagates. As previ-
ously mentioned, during the endoatmospheric phase, only the attitude data from the reference
trajectory is employed. Figure 1 is used to better understand the mathematical developments
presented in this section.

The development in this section is done in the body frame; this allows to demonstrate the
principle considering only one dimension. As the principle is the same for each axis, only the
propagation of yaw is presented here.

The open loop transfer function for the control and launcher yaw dynamics is Gψ(s). Con-
sidering that wind effect is represented by angular velocity variation, this one must be integrated
to get angular deviation, so let’s define:

GI(s) =
1
s

(1)

The real yaw ψr of the launcher is given by:

ψr = Gψ(s)(ψd−ψe)+ GI(s)ωwψ (2)

where ωwψ is the yaw angular speed induced by the wind, ψd and ψe are respectively the
desired and estimated yaw. The equation of the latter is:

ψe = ψr + δψe (3)

where δψe is the yaw estimation error of the navigation. Inserting (3) in (2):

ψr = Gψ(s)(ψd−ψr−δψe)+ GI(s)ωwψ (4)
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and isolating ψr in the previous equation gives:

ψr =
Gψ(s)

1 + Gψ(s)
ψd︸ ︷︷ ︸

unperturbated
trajectory

+
GI(s)

1 + Gψ(s)
ωwψ︸ ︷︷ ︸

error caused by
the wind

−
Gψ(s)

1 + Gψ(s)
δψe︸ ︷︷ ︸

error caused by
the navigation

(5)

The reference yaw ψre f is the yaw which would be followed without perturbations, thus it
can be expressed as only the first term of equation (5):

ψre f =
Gψ(s)

1 + Gψ(s)
ψd (6)

Therefore, the divergence of the launcher from the reference attitude is given by:

δψre f = ψr−ψre f (7)

=
GI(s)

1 + Gψ(s)
ωwψ −

Gψ(s)
1 + Gψ(s)

δψe (8)

Unfortunately, for the observation equation, ψr and δψre f are unknown values. Inserting
(3) in (7) gives:

δψre f = ψe−δψe−ψre f (9)
ψe−ψre f = δψre f + δψe (10)

∆ψre f = δψre f + δψe (11)

where ∆ψre f is the difference between the estimated and reference yaw, which is a known value.
4.2. Implementation. The baseline navigation system uses a GPS/INS in a loosely cou-

pled configuration. The error state model estimates the attitude, velocity and position errors in
the Earth frame (Ma et al., 2009; Savage, 2007; Waldmann, 2007). This model is augmented to
estimate the difference between the launcher and reference attitude. Since the launcher attitude
dynamics equation is given in the body frame, the error state vector of the augmented model is
also defined in the body frame. The complete error state model is given by:

[
ẋE

lc

ẋB
a

]
=

[
A1 0
A2 A3

][
xE

lc

xB
a

]

+

[
B1 B2 0
0 0 B3

][δωm]BIB

δaB
m

[ωw]BIB

 (12)

 δvE
e

δ rE
e

∆ΨE
re f

=

C1 0
C2 0
C3 C4

[xE
lc

xB
a

]
(13)
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where xE
lc is the loosely coupled error state vector, A1 is the corresponding propagation matrix,

B1 and B2 are the rate gyroscope and accelerometers noise input matrices. [δωm]BIB and δaB
m

are the rate gyroscope and accelerometers noise vectors given in the body frame. C1 and C2
are the observation matrices for the velocity error δvE

e and the position error δ rE
e . The details

of these vectors and matrices can be found in appendix.
The vector xB

a represents the state that estimates the difference between the launcher and
reference attitude. The matrix A3 represents the close loop angular dynamics of the launcher.
A2 indicates the propagation of the loosely coupled attitude error into the augmented model
(i.e. how the attitude estimation error of the navigation is manifested in the launcher angular
dynamics). B3 is the wind effect input matrix and [ωw]BIB is the angular velocity created by
the wind. Finally, C3 and C4 combine the loosely coupled attitude estimation error and the
difference between the launcher and reference attitude to compute the difference between the
navigation and reference attitude ∆ΨE

re f . The sizes and values of these matrices and vectors
depend on the angular dynamics of the launcher, the details for those used in the current works
can be found in appendix.

5. PERFORMANCE COMPARISON. The performance is analysed for four conditions.
The first two are intended to validate the principle of using the reference trajectory. For those
tests, the navigation model corresponds exactly to the launcher model, The precision gain and
the robustness to GPS outage are evaluated using the estimation covariance matrix of the nav-
igation Kalman filter. However, in real life, the launcher model and the statistics of the pertur-
bations affecting it are not always perfectly known. For this reason, two basic robustness tests
are performed on the augmented model to ensure that this one can handle both modelling and
parameters errors. First, the simulation parameters are presented, then the simulation results are
analysed.

5.1. Simulation Parameters. The simulated mission is intended to put a satellite on a cir-
cular sun-synchronous orbit at an altitude of 500 km. The launch is performed from Churchill,
Manitoba in Canada. Figure 2(a) shows the launch site and figure 2(b) the trajectory as a func-
tion of time during the endoatmospheric phase. During this phase, two engines are fired. One
during the first 109 seconds and the second for the remaining time.
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(b) Reference trajectory

Figure 2: Endoatmospheric phase details

Based on previous works achieved on the non linear launcher simulator, wind effect be-
comes negligible after 90 seconds of flight where the altitude is 26 km. Considering this, the

6



simulations are done with a high wind power for the first 90 seconds of the mission and negli-
gible wind power afterwards. In order to evaluate the robustness of the navigation solution to a
GPS outage, the whole endoatmospheric phase is performed without GPS measurement. This
one is simulated by a very high noise level on the velocity and position measurements. The
following list summarizes the simulation parameters:

• Variance of the angular velocity introduced by the wind:

– during the first 90 seconds of flight: 1×10−4(rad/s2)2

– from 90 to 160 seconds of flight: 1×10−10(rad/s2)2

• Sensors noise (tactical grade):

– rate gyroscope random walk: 5◦/h/
√

Hz

– accelerometer random walk: 400µg/
√

Hz

• Variance of GPS measurement noise (with GPS signal):

– velocity: 0.1(m/s)2

– position: 10m2

• Variance of GPS measurement noise (without GPS signal):

– velocity: 1×108(m/s)2

– position: 1×1010m2

The dynamics of the launcher and control equations are based on previous work accom-
plished on the non linear launcher simulator (Duplain, 2012). The transfer function for the
open loop yaw dynamics is given by:

Gψ(s) =
−0.57(4s + 1)(9.25s + 1)

4s2(−1.22s + 1)(0.144s + 1)
(14)

The same function is used for the open loop pitch dynamics:

Gθ (s) = Gψ(s) (15)

The open loop roll dynamics is:

Gφ (s) =
1.2

s(2s + 1)
(16)

The state covariance matrix of the Kalman filter is calculated based on the input and model
noises (modelling errors, limited mathematical precision, etc.). Since the latter is unknown,
some tests were performed in order to tune the Kalman filter state covariance matrix. The
tuning is done to accommodate many sensor precision and wind levels. Therefore, it is not
specifically tuned for the tested configurations.

The performance analysis is realized on two models. The first one is using a loosely coupled
GPS/INS and is the baseline. The other one adds the reference trajectory to the baseline model
and is called the augmented model.

Finally, the robustness to parameters and modelling error are studied using a Monte-Carlo
simulation composed of 56 launches. The real standard deviations are calculated from the
Monte-Carlo simulation. The navigation Kalman filter provides the estimated standard devia-
tions through the estimation covariance matrix. The robustness to parameters error is evaluated
by underestimating the wind perturbation variance by a factor of 10 in the navigation algo-
rithm. The robustness to modelling error is verified by doubling the gain of the three open loop
angular dynamics equations in the error state model of the navigation.
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5.2. Results. In order to make the analysis more understable, all results are represented
in the body frame. Figures 3, 4 and 5 show the results obtained when the GPS signal is present.
Considering the great precision already achieved with the baseline model and the fact that this
part of the flight is greatly affected by the wind, the gain expected with the addition of the
reference attitude was not high. Nevertheless, a great improvement is observed on the estima-
tion of the roll and yaw as seen on figure 3. The considerable gain in the roll estimation can
be explained by the fact that this one is unaffected by the wind. Also, the launcher accelera-
tion is headed towards one direction, which makes the roll observability weak in the baseline
model. Considering this, the GPS measurements can only barely improve the precision of the
roll estimation obtained with the rate gyroscope. Even if the gain is less significant, the pitch
estimation is also improved. Figure 4 shows a modest improvement on the velocity estimation
and figure 5 shows that the position estimation do not benefits from the augmented model. But,
the observability of these two values is good and they can be directly corrected using the GPS
measurements, which limits the potential gain. However, some other tests were performed with
different sensors grades and wind levels. The augmented model always outperforms the base-
line model, or at least equals the results of this one. The weakest gains are obtained with very
good sensors used in highly windy condition. In this case the improvement is almost null. As
the sensors quality or the wind level is reduced, the precision gain becomes more evident. The
precision improvements at the end of the endoatmospheric phase are summarized in table 1.
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Figure 3: Attitude error standard deviations (with GPS). The solid line represents the baseline
model and dashed line the augmented model.
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Figure 4: Velocity error standard deviations (with GPS). The solid line represents the baseline
model and dashed line the augmented model.
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Figure 5: Position error standard deviations (with GPS). The solid line represents the baseline
model and dashed line the augmented model.

Figures 6, 7 and 8 present the results without GPS signal. The first plot of figure 6 shows
that the roll precision is almost the same as when GPS is present. This confirms that GPS is
not of great assistance to estimate this angle. The improvement of pitch and yaw estimations
is of the same order of magnitude as the one obtained without the GPS. In most INSs, it is the
gyroscopes accuracy which is limiting the overall accuracy (Woodman, 2007). Therefore, even
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if only the attitude data of the reference trajectory is exploited, a substantial gain in the velocity
and position estimations precision is observed, as it is shown in figures 7 and 8. This makes
evident that the attitude estimation precision has a big impact on the velocity and position
estimations. Table 1 summarizes the gains obtained at the end of the endoatmospheric phase.
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Figure 6: Attitude error standard deviations (without GPS). The solid line represents the base-
line model and dashed line the augmented model.
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Figure 7: Velocity error standard deviations (without GPS). The solid line represents the base-
line model and dashed line the augmented model.
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Figure 8: Position error standard deviations (without GPS). The solid line represents the base-
line model and dashed line the augmented model.

Table 1: Precision improvement at the end of the endoatmospheric phase.
w GPS w/o GPS

Attitude
roll 68% 70%
pitch 2% 6%
yaw 27% 23%

Velocity
x 0% 12%
y 12% 22%
z 1% 11%

Position
x 0% 12%
y 0% 21%
z 0% 13%

For the robustness to modelling and parameters errors, the baseline model estimated stan-
dard deviations are compared to the estimated and real standard deviations of the augmented
model. The real standard deviations of the baseline model are not presented, since they are ac-
curately estimated and are not affected by the parameter and modelling errors considered here.
Table 2 displays the results of the underestimated wind level when the GPS is present. Surpris-
ingly, the real precision is, in many cases, better than the estimated one. This can be attributed
to the tuning of the state covariance matrix of the Kalman filter, in which the variance of the
state vector related to the augmented model is overestimated. Table 3 shows the results when
the GPS is absent. In this case, some estimated standard deviations are optimistic, however the
real standard deviations remain within the same range as with the baseline model. Either if the
GPS is present or not, the roll and yaw estimations are significantly improved. This proves that
even if some external perturbations are not considered or underestimated, the augmented model
still performs well and would not compromise the mission.
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Table 2: Error standard deviations at the end of the endoatmospheric phase with underestimated
wind (with GPS).

Baseline Angmented
Est. Est. Real

Attitude roll 0.00028 0.00009 0.00004
[rad] pitch 0.00008 0.00007 0.00007

yaw 0.00008 0.00006 0.00005
Velocity x 0.0091 0.0091 0.0084

[m/s] y 0.0123 0.0109 0.0105
z 0.0123 0.0122 0.0117

Position x 0.068 0.068 0.078
[m] y 0.070 0.070 0.070

z 0.070 0.070 0.077

Table 3: Error standard deviations at the end of the endoatmospheric phase with underestimated
wind (without GPS).

Baseline Angmented
Est. Est. Real

Attitude roll 0.00031 0.00009 0.00013
[rad] pitch 0.00031 0.00029 0.00035

yaw 0.00031 0.00023 0.00023
Velocity x 0.20 0.18 0.25

[m/s] y 0.70 0.54 0.62
z 0.67 0.59 0.82

Position x 18 16 22
[m] y 39 31 38

z 35 31 44

Table 4 shows the effect of a modelling error when the GPS is present. The roll estimation is
still significantly improved, but the yaw estimation real standard deviation is doubled compared
to the baseline model. The other results remain within the same range as with the baseline
model. In table 5, the results without GPS are presented. The roll estimation is, again, greatly
improved by the augmented model. However, the other estimations are similar to the ones
obtained with the baseline model. The estimated standard deviations of the augmented model
are slightly optimistic. These results indicate that the augmented model still performs well with
modelling errors. However, the yaw estimation with GPS indicates that the augmented model
could be sensitive to modelling errors on the launcher and control dynamics. Fortunately, this
dynamics is usually well known which minimizes modelling errors. It highlights the fact that
special care must be taken to avoid oversimplification of the model.
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Table 4: Error standard deviations at the end of the endoatmospheric phase with angular dy-
namics modelling errors (with GPS).

Baseline Angmented
Est. Est. Real

Attitude roll 0.00028 0.00016 0.00008
[rad] pitch 0.00008 0.00008 0.00008

yaw 0.00008 0.00006 0.00016
Velocity x 0.0091 0.0091 0.0080

[m/s] y 0.0123 0.0113 0.0149
z 0.0123 0.0122 0.0119

Position x 0.068 0.068 0.067
[m] y 0.070 0.070 0.066

z 0.070 0.070 0.068

Table 5: Error standard deviations at the end of the endoatmospheric phase with angular dy-
namics modelling errors (without GPS).

Baseline Angmented
Est. Est. Real

Attitude roll 0.00031 0.00016 0.00017
[rad] pitch 0.00031 0.00029 0.00030

yaw 0.00031 0.00026 0.00027
Velocity x 0.20 0.18 0.22

[m/s] y 0.70 0.56 0.70
z 0.67 0.60 0.70

Position x 18 16 17
[m] y 39 32 43

z 35 31 36

6. CONCLUSION. In this paper, the reference trajectory is exploited to improve the per-
formance of a navigation solution. It is shown that even when the navigation precision is good,
this one can be improved without any additional sensors by the use of the reference trajectory
data. The roll estimation benefits the most from the additional information, with a standard
deviation reduced by 68%. Furthermore, the robustness to a GPS outage is greatly improved
with a precision gain of at least 6% for all estimated values. Again, the roll is the one that
gets the best improvement with 70%. The great improvement on the roll estimation is partly
due to the weak observability of this value provided by the GPS. Considering that most of the
external perturbations are concentrated into the endoatmospheric phase, the performance gain
during the exoatmospheric phase is expected to be superior to the one obtained here. In view
of the great results already obtained and the short duration of the complete mission (less than
12 minutes), it would be interesting to take the utilization of commercial grade sensors into
consideration.

The robustness tests show that the augmented model can withstand great errors in the vari-
ances of the external perturbations. However, this one could be sensitive to modelling errors
on the angular dynamics of the launcher and control. Fortunately, this dynamics is usually well
known.
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This paper presents the potential improvement provided by the uses of the reference trajec-
tory data in the navigation solution. Further work is needed to get a more complete wind model.
Also, the principle has to be validated on the complete launcher simulator. Finally, additional
robustness tests are required.
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APPENDIX

A. LOOSELY COUPLED NAVIGATION EQUATIONS. This section presents the matrices
and error state vector used for the loosely coupled part of the equations (12) and (13). The error
state vector is:

xE
lc =

δΨE
e

δvE
e

δ rE
e

 (A1)

where δΨ is the attitude error represented in the Earth frame.
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The state evolution matrix is:

A1 =

−[ωr]
E
IE× 03×3 03×3

[Te]
E
BaB

m× −2[ωr]
E
IE× 03×3

03×3 I3 03×3

 (A2)

where [ωr]
E
IE× is the skew symmetric matrix of the angular speed of the Earth rotation and aE

m×
is the skew symmetric matrix of the measured acceleration both represented in the Earth frame.
0i× j is a i× j zeros matrix and Ii is a i× i identity matrix.

The input matrix is:

[
B1 B2

]
=

−[Te]
E
B 03×3

03×3 [Te]
E
B

03×3 03×3

 (A3)

where [Te]
E
B is the rotation matrix from the body frame to the Earth frame.

The observation matrix is: [
C1
C2

]
=

[
03×3 I3 03×3
03×3 03×3 I3

]
(A4)

B. AUGMENTED MODEL EQUATION. This section presents the matrices and vector
which were employed for the augmented part in the equations (12) and (13). They are used
to propagate the divergence between the launcher and reference attitude.

The augmented vector is:

xB
a =



x10
x11
x12
x13
x14
x15
x16

δΨB
re f


(B1)

where x10, x11, x12, x13, x14, x15 and x16 are intermediate states used to calculated the dynamics
of the propagation and δΨre f is the divergence between the launcher and reference attitude.

The propagation of the navigation error into the augmented model is:

A2 =

[[
[Te]

B
E 03×3 03×3

]
07×9

]
(B2)

where [Te]
B
E is the estimated rotation matrix from the Earth frame to the body frame.

Combining the equation (8) and the corresponding dynamics equation for each angle (equa-
tions (14), (15) and (16)), gives the complete dynamics of the divergence propagation between
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the launcher and reference attitude. This one is represented by:

A3 =



−0.5 0 0
0 −6.1248 0
0 0 −6.1248

  0 0
5.6922 0

0 5.6922

 03×2 −I3[
0 1 0
0 0 1

]
02×2 02×2 02×3

02×3 I2 02×2 02×30.6 0 0
0 30.012 0
0 0 30.012

  0 0
10.7475 0

0 10.7475

 0 0
0.8111 0

0 0.8111

03×3


(B3)

The input matrix is:

B3 =

[
07×3

I3

]
(B4)

The observation matrix is:[
C3 C4

]
=
[
I3 03×6 03×7 [Te]

E
B
]

(B5)
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