


better understand the simulated CS. Figure 2 presents information 
on the Simulation Tree. 

 
Figure 2. Simulation Tree (up) Hierarchy - (Down) Information draping 

3.2 GEOSPATIAL VIEW – EXPLANATION OF SIMULATION 
The Geospatial View allows the Simulation status to be visualized (at 
each Simulation Step) using a terrain representation on which the 
scenario elements are displayed symbolically (cubing of military 
icons). Information layers and gauges/indicators (evolving with 
Simulation time) can be added to inform the User of the status of 
simulation variables. This tool also allows a Simulation to be played 
(like a video). This Object is active if and only if it is associated with 
a given Simulation (in the Simulation Tree). Figure 3 shows different 
aspects of the Geospatial View. 
3.3 SCIENTIFIC VIEWS – 2D AND 3D VIEWS 
At any time, to analyze Simulation data or compare Simulations, 
User can configure Scientific Views (already associated or not to 
Simulation(s)) for: 
�“ 2D plotting: line graphs (plot), bar graphs (histogram, stacked), 
and area graphs (pie). The User can create up to 4 different 
graphic displays within a figure window, each representing 
different combinations of data. 
�“ 3D plotting: similar to the 2D plotting but in 3D. 

 Users can Drag & Drop a Simulation on a Scientific View and select 
data they wish to analyze (compare) as well as the type of plotting 
mode to be used. Figure 4 shows examples of Scientific Views. 
3.4 ASSOCIATION – COMM. CHANNEL BETWEEN OBJECTS 
In order to create an environment in which Objects can interact 
with each other, the concept of association has been implemented 
at the entity level. This mechanism allows two Objects to 
synchronize and share data using a common protocol. In the 
environment, an association is represented graphically as a 
physical link between Objects (an arrow). Association Objects can 
be deleted when they are no longer needed by the User. 
Associations are shown in Figures 1 and 3. 
3.5 CONTROL MENUS – MAIN MENU AND CIRCULAR MENUS 
Two types of control menus (see Figure 5) have been designed:  
�“ Main menu: always visible, allows to connect the XPL module to 
the simulator, create Objects (and modify variables), request 
information on components of the environment; 
�“ Circular menu: associated to specific Objects and visible on-
demand, this type of menu allows choosing how data should be 
visualized and displayed. 

4 HUMAN INTERACTIONS – BIMANUAL GESTURAL INTERFACE 
To enable the interaction between the User and the environment, a 
3D bimanual gestural interface using CyberglovesTM has been 
developed [5]. It is built upon past contributions about gestural 
interfaces and bimanual interactions to create an efficient and 
intuitive gestural interface tailored to IMAGE needs. Based on real 
world bimanual interactions, the interface uses the hands in an 

asymmetric style, with the left hand providing the mode of 
interaction and the right hand acting at a finer level of detail.  

The User’s actions in the environment have been separated into 
4 categories of gestures: (1) Selection and designation of Objects; 
(2) Generic manipulations, which group all interactions relevant to 
moving and positioning Objects; (3) Specific manipulations, which 
are interactions tuned for Objects such as the Geospatial View or the 
Simulation Tree; and (4) System control, which represents all 
actions that are related to menus and modifying the way the 
environment behaves.  

There is no need for travelling interactions in IMAGE since the 
User is located at the center of the virtual environment and has 
access to all Objects without moving his body. 

 
Figure 3. (Left) Snapshot of Geospatial View - (Right) Scenario elements 

 
Figure 4. Examples of (Left) 2D Scientific View – (Right) 3D Scientific View 

 
Figure 5. (Left) Main Control Menu Hierarchy – Icon & associated functionality 

(Right) Examples of Circular Menus associated to Scientific View 

5 CONCLUSION 
This paper has presented the prototype of a Human-centric        
/built virtual immersive environment which aims to accelerate CS 
understanding when combined with proper REP tools. 
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This poster presents an immersive Human-centric/built virtual 
work cell for analyzing complex situations dynamically. It is 
supported by a custom open architecture, is composed of 

This work is part of the IMAGE concept which supports collaboration of 
experts for common understanding of complex situations using a human 
guided feedback loop involving cutting-edge techniques for knowledge 

objects of complementary nature reflecting the level of Human 
understanding. Furthermore, it is controlled by an intuitive 3D 

bimanual gestural interface using CyberGlovesTM.

To analyze Simulation data or compare Simulations, users 
can configure views for:
► 2D plotting: line (plot), bar (histogram, stacked), & area 
( i ) h  U  t  4 diff t hi  ithi   fi  

► KNOWLEDGE REPRESENTATION : Building and sharing a 
vocabulary & conceptual graphs making the understanding explicit;
► SCENARIO SCRIPTING : Transforming conceptual graphs into a 
simulation (executable) model; 
► SIMULATION : Moving in the space of scenario variables and 

representation, simulation & exploration of large data sets.

3D OBJECTS – WORK TOOLS

(pie) graphs. Up to 4 different graphics within a figure 
window, each representing different data combinations.
► 3D plotting: similar to the 2D plotting but in 3D.
Users drag & drop a Simulation on a scientific view and 
select data they wish to analyze (and compare) as well as 
the type of plotting mode (2D or 3D) to be used. Simulation Tree

► Cornerstone of the XPL env.;
► Di t li k ith th  SIM M d l

walking along simulation runs; 
► EXPLORATION : Using visualization & interaction metaphors for 
investigating datasets dynamically to make sense them.

► To create an environment in which objects can interact 
with each other, the concept of association is implemented; 
► Mechanism allows two objects to synchronize and 
share data using a common protocol;
► In the environment, association is represented 
graphically as an arrow between objects;
► Can be deleted when it is no longer neededScientific Views

► Direct link with the SIM Module;
► Encapsulates Simulation data; 
► Basic 3D implementation of the 
2D visual representation of the 
simulation conceptual framework;
► Provides a visually explicit history 
of experiments;

HUMAN INTERACTIONS – BIMANUAL GESTURAL INTERFACE

Geospatial View
► Allows the Simulation status to be visualized (at each 
Simulation step) using a terrain representation on which the 
scenario elements are displayed symbolically; 
► Information layers & gauges/indicators (evolving with 

► Can be deleted when it is no longer needed.Scientific Views p ;
► Provides a self-explanatory 
representation of the situation;
► Provides interaction metaphors 
with running Simulations.

User’s actions:
► Selection & designation of objects; 
► Generic manipulations (group all interactions 
related to moving & positioning objects); 
► Specific manipulations (interactions that apply only 
to objects such as Geospatial View, Simulation Tree; 

Based on real world 
bimanual interactions, 
the interface uses the 
hands (wearing 
CyberGlovesTM) in an 
asymmetric style, with 

y g g ( g
Simulation time) can be added to inform of the variables status; 
► Allows a Simulation to be played (like a video);
► Active if and only if it is associated with one Simulation.

Two types of control menus have been designed: 
► Main menu: always visible, allows to connect the XPL 
Module to the simulator, create objects (and modify variables), j p , ;

► System control (all actions related to menus and 
modifying the way the environment behaves).

the left hand providing 
the mode of 
interaction and the 
right hand acting at a 
finer level of detail. Control Menus

, j ( y ),
request information on components of the environment;
► Circular menu: associated to specific objects and visible on-
demand, this type of menu allows choosing how data should be 
visualized and displayed.


